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Answer ALL Questions. 

PART A - (10 x 2 = 20 Marks) 

1. Define exponential distribution. 

2. The mean and variance of the binomial distribution are 4 and 3 respectively. Find 

(𝑋 ≤ 1). 

3. If 𝑌 = −2𝑋 + 3, find the 𝐶𝑜𝑣 𝑋, 𝑌 . 

4. If the joint pdf of (X,Y) is f (x,y)=  
1

4
, 0 ≤ 𝑥, 𝑦 ≤ 2

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 , find p (x + y ≤ 1). 

5. Prove that a first order stationary random process has a constant mean. 

6. State any two properties of Poisson process. 

7. Define: Power spectrum. 

8. State any two properties of an auto correlation function. 

9. Define White noise. 

10. State casual system. 
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PART - B (5 x 16 = 80 Marks) 

11. (a) Find moment generating function of gamma distribution and hence  

       find its mean and variance.                              (16) 

Or 

 (b) The contents of bags I, II, III with balls are as follows. 1 white, 2 black and 3 red;                      

  2white, 1 black and 1 red; 4 white, 5 black and 3 red. One bag is chosen at                

  random and two balls are drawn from it. They happen to be white and red. What     

  is the probability that they come from bags I, II and III?                (16) 

12. (a) The joint probability density function of a random variable is given by   
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. Find the value of K and prove also that  

   x  and y are independent.                                             (16) 

Or 

 (b) (i) The joint pdf of X and Y is given by 𝑓 𝑥, 𝑦 = 𝑒−(𝑥+𝑦), 𝑥 > 0, 𝑦 > 0. Find the 

   probability density function of 𝑈 =
𝑋+𝑌

2
.             (16) 

13. (a) Discuss the stationarity of the random process      tAtX
0

cos if A and 
0


     

 are constants and θ is uniformly distributed random variable in  2,0 .            (16) 

Or 

 (b) Prove that the random process {X(t)} and {Y(t)} are defined by   

    X t = A cos ω0t + B sin ω0t,Y t = B cos ω0t − A sin ω0t are jointly wide-             

  sense stationary, if A and B are uncorrelated zero mean random variables with         

  the same variance.                         (16) 

14. (a) State and Prove Wiener-Khintchine theorem, and hence find the power Spectral           

   density of a WSS process X(t) which has an autocorrelation           

        𝑅𝑥𝑥  𝜏 =  𝐴0  1 −
 𝜏 

𝑇
 ,      -T≤ 𝜏≤T.           (16) 

Or 
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   (b) The autocorrelation function for a stationary process X(t) is given by                         

  RXX (  )=  9 + 2


e . Find the mean of random variable Y = 

2

0

)( dttX

 

and variance    

  of X (t).                                 (16) 

15. (a) Given the  power spectral density of the continuous process, .
3613

2
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






         

  Find the mean square value of the process.                   (16) 

Or 

 (b) Show that if the input x(t) is a WSS process for a linear system, then output y(t) is          

 a WSS process.                    (16) 
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