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Answer ALL Questions. 

PART A - (10 x 2 = 20 Marks) 

1. Let X be a continuous random variable with pdf 𝑓 𝑥 =  
3𝑥    0 < 𝑥 < 1
0      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  ,                   

 find 𝑃 𝑋 ≤ 0.6 . 

2. The mean and variance of the binomial distribution are 4 and 3 respectively. Find 

(𝑋 ≤ 1). 

3. If 𝑌 = −2𝑋 + 3, find the 𝐶𝑜𝑣 𝑋, 𝑌 . 

4. State the equations of the two regression lines. What is the angle between them? 

5. Define wide sense stationary process. 

6. State any two properties of Poisson process. 

7. Define: Power spectrum. 

8. Prove that 𝑅𝑋𝑌 𝜏 = 𝑅𝑌𝑋(−𝜏).. 

9. Define a system. When is it call linear system? 

10. State casual system. 
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PART - B (5 x 16 = 80 Marks) 

11. (a) (i) Find moment generating function of gamma distribution and hence  

        find its mean and variance.                         (8) 

  (ii) If  X is uniformly distributed in (-2,2), find 𝑃(𝑋 < 0) and 

       𝑃   𝑋 − 1 ≥
1

2
                 (8) 

Or 

 (b) (i) A bag contains 5 balls and it is not known how many of them are white. Two     

    balls are drawn at random from the bag and they are noted to be white. What is 

    the chance that all the balls in the bag are white?                                                (8)        

    (ii)  State and prove the memory less property of  geometric distribution.        (8) 

12. (a) Two random variables X and Y have the joint density                                   

   function 𝑓 𝑥, 𝑦 =  
2 − 𝑥 − 𝑦      0 < 𝑥 < 1, 0 < 𝑦 < 1

0                          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 .  

  Find the correlation coefficient of (X , Y).            (16) 

Or 

 (b) (i) The joint probability density function of the two dimensional random variable     

   is 𝑓 𝑥, 𝑦 =  
8

9
𝑥𝑦       1 < 𝑥 < 𝑦 < 2

0        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 . Find (a) marginal density functions of X 

   and Y  (b) conditional density function of Y given X.       (8)  

   

  (ii) The joint pdf of X and Y is given by 𝑓 𝑥, 𝑦 = 𝑒−(𝑥+𝑦), 𝑥 > 0, 𝑦 > 0. Find the 

   probability density function of 𝑈 =
𝑋+𝑌

2
.          (8) 

13. (a) (i) Show that the random process X(t)  =  ACos(ω0t +  θ ) is w.s.s. if A     

       and ω are constants and θ is uniformly  distributed  random  

       variables in ( 0, 2π).                    (8) 

(ii) If the WSS process  )( tX  is given by X(t)=10cos(100t+θ),where θ is uniformly  

    distributed over (-π,π), prove that  )( tX is correlation ergodic.    (8) 

Or 

 (b) (i) Prove that the random process {X(t)} and {Y(t)} are defined by   

     X t = A cos ω0t + B sin ω0t,Y t = B cos ω0t − A sin ω0t are jointly wide-      
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   sense stationary, if A and B are uncorrelated zero mean random variables with 

   the same variance.                     (8) 

  (ii) Find the mean and autocorrelation of the Poisson process.      (8) 

14. (a) State and Prove Wiener-Khintchine theorem, and hence find the power Spectral           

   density of a WSS process X(t) which has an autocorrelation           

        𝑅𝑥𝑥  𝜏 =  𝐴0  1 −
 𝜏 

𝑇
 ,      -T≤ 𝜏≤T.           (16) 

Or 

   (b) (i) If {X(t)} is a WSS process with auto correlation function RXX (τ) 

     and if  Y(t) = X(t+a)-X(t-a), show that  

     RYY (τ) =2RXX  τ − RXX  τ + 2a − RXX  τ − 2a .        (8)     

  (ii) Find the power spectral density of a WSS process with autocorrelation function 

   R τ = e−α τ 2 .                (8) 

15. (a) (i) A WSS process X(t) with RXX  τ = Ae−a τ , where A and ‘a’ are real  

       positive  constants is applied to the input of an LTI systems                                

   with h t = e−bt . u(t), where b is a real positive constant. Find the power          

   spectral density of the output of the system.              (8) 

  (ii) X(t) is the input voltage to a circuit (system) and Y(t) is the output voltage.        

   {X(t)} is a stationary random processes with μ
X

= 0 and RXX  τ = e− a  τ .          

   Find μ
Y

, Syy  ω , if the power transfer function is H ω =
R

R+i L ω
.         (8) 

Or 

   (b) (i) Show that )()()(
2


XXYY

SHS  where )()( 
YYXX

SandS are the power        

   spectral   density functions of the input X(t) and the output Y(t) and )(H is the 

   system transfer function.                   (8) 

    (ii) The input to the RC filter is a white noise process with ACF )(
2

)(
0


N

R
XX

 . If 

   the frequency response
RCj

H






1

1
)( , find the  autocorrelation and the mean-

   square value of the output process Y(t).          (8) 
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