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Answer ALL questions.
PART A— (10 x 2 = 20 marks)

Write a short note on MENACE. 7
List the discriminant functions of pattern recognition téchniques.
Write about the learning algorithm of Widrow - Hoff delta rule.
List the aﬁplications of multilayer perception. '
What are the properties of SON?
What is meant by vector quantisation?
List out the slips of Hopfield network algorithm.
Discuss about the operations of ART.

 ® N o ook W N

List the applications of distributed memory.
10. Write a short note on content addressable memory.

PART B — (5 x 16 = 80 marks)

11. (a) Explain briefly on the classification techniques of pattern recognition.(16)
Or |

(b) Expléin in detail on the statistical techniques of pattern classification.
: ‘ : (16)
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Discuss in detail on the perceptron learning rule with their proof. (16)
Or

Explain the algorithm of multilayer perceptron and their new learning

rules. : ' : (16)

Describe in detail on Kohonen algorithm with their biological -

justification. . : ' (16)
Or

Explaih briefly on the working principles of phonetic type writer and its

applications with neat diagram. (16)

Explain in detail on Boltzmann machine and its 'algorithm. (16)
Or ' ‘

Discuss in detail on the architecture of adaptive resonance theory.  (16)

Describe in detail on the usage of associative memory in standard
computer memory. . ’ ‘ (16)

Or

Explain in detail on the implementation of associative memory in RAMs
with neat diagrams. :
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