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Reg. No.:

Question Paper Code : 11475

B.E./B.Tech. DEGREE EXAMINATION, NOVEMBER/DECEMBER 2012.
Fifth Semester
Information Technology
IT 2302/IT 52 — INFORMATION THEORY AND CODING
(Regulation 2008)
Time : Three hours Maximum : 100 marks

Answer ALL questions.

- PART A — (10 x 2 =20 marks)
1.  State the Channel Capacity Theorem.
2. What is meant by self Information‘?
3.  What is perceptual coding?
4.  What is Dolby AC-3?
5. ° What is meant by motion compensation?
6. What is MPEG?
7.  What is hamming distance?
8.  What is meant by Repetition code?
9.  What are convolutional codes?

10. Define Turbo code:

PART B — (56 x 16 = 80 marks)

11. (a) State and prove the properties of Mutual Information.
Or

(b) A discrete memory less source has five symbols X, X2, X3, X4 and X5 with
probabilities 0.4, 0.19, 0.16, 0.15 and 0.15 respectively. Calculate a
Shannon-Fano code for the source and code efficiency.
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Write a detailed note on :
(1) Arithmetic code
(A1) LZW algorithm.

Or

Explain Linear Predictive Coding in detail.

Explain JPEG image compression techniques in detail.
Or

Discuss in detail about Motion Estimation and Motion compensation
Techniques.

Explain the Hamming codes with example.
Or
Discuss in detail about Cyclic codes.

Discuss in detail about Convolutional codes and compare with block
Codes. :

Or

Explain in detai? about Turbo codes and their uses.
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