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Answer ALL questions.
PART A — (10 x 2 = 20 marks)

1. What are the functionalities of an agent function?
2. How can we avoid ridge and plateau in hill climbing?

3. Represent the following sentence in predicate form “All the children likes

sweets.”
4.  What is the significance in using the unification algorithm?
5.  Distinguish between problem solving and planning.
6.  What are the characteristics of partial order planer?
7. Define the Bayes rule.
8. Whatdo 3-'ou mean hybrid Bayesian network?
9. Distinguish between supervised learning and reinforcement learning.

10. Define computational learning theory.
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PART B — (6 x 16 = 80 marks)

Explain in detail, the structure of different intelligent agents. (16)
Or

Explain AO* algorithm with an example. (16)

Consider the following facts and represent them in predicate form.

F1. There are 500 employees in A BC company

F2. Employees earning more than Rs.5000 pay tax
F3. John is a manager in ABC company

F4. Manager earns Rs. 10,000.

Convert the facts in predicate form to clauses and then prove by
resolution : “John pays tax”.

Or

Explain with an example the use of unification algorithm to prove the
concept of resolution. (16)

Explain the concept behind partial order planning with suitable

examples. (16)
Or

Explain the use of planning graphs in providing better heuristic

estimates with suitable examples. (16)

Explain the method of performing exact inference in Bayesian Networks.

(16)
Or
Explain the concept of inference in temporal models. (16)
Explain the concept of learning using Decision trees. (16)
Or
Write short notes on :
() Reinforcement learning 8)
(i) Explanation based learning. 8
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