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Answer ALL questions.

PART A — (10 x 2 = 20 marks)
1.  Whatis a meta data?

2.  List the two ways the parallel execution of the tasks within SQL statements
can be done. :

3. What is a reporting tool?

4.  Give examples for managed query t;)ols.

5.  What is data characterization?

6.  State why concept hierarchies are useful in data mining.
7.  List the two interesting measures of an association rule.
8.  What is decision tree induction?

9.  State the difference between classification and clustering.

10. What is outlier analysis?
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PART B — (5 x 16 = 80 marks)

(i) Diagrammatically illustrate and discuss the architecture of a data
warehouse. (10)

(i) How do data warehousing and OLAP relate to data mining?
Explain. (6)

Or
List and discuss the ‘steps involved in design Qf a data warehouse. (16)

(i) Diagrammatically illustrate and discuss the architecture of MOLAP

and ROLAP. 12)
(i) Compare MOLAP and ROLAP. @
Or
List and discuss the features of Cognos Impromptu. (16)

(i) With diagrammatic illustration discuss data mining as a confluence
of multiple disciplines. ®

(i) List and discuss the data mining task primitives. (8)
Or

Discuss the following schemes used for integration of a data mining
system with a database or data warehouse system:

(1) No Coupling | 4)
(1) Loose Coupling (4)
(ii1) Semi tight Coupling | 4)
(iv) Tight Coupling. 4)
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Apply the Apriori algorithm for discovering frequent item sets of the

table-14.
Table-14
Trans ID Items Purchased
101 milk, bread, eggs
102 milk, juice
103 juice, butter
104 milk, bread, eggs
105 coffee, eggs
106 coffee
107 coffee, juice
108 milk, bread, cookies, eggs
109 cookies, butter
110 milk, bread
Use 0.3 for the minimum support value. (16)

Or

Develop an algorithm for classification using decision trees. Illustrate the
algorithm with a relevant example. . (16)

Consider five points {X,,X,,X,,X,,X;} with the following coordinates
as a two dimensional sample for clustering:

X, =(0,2.5); X,=(0,0); X;=(1.5,0); X,=(50) X;=(5,2).

Ilustrate the K-means partitioning algorithm (clustering algorithm)
using the above data set. . (16)

Or

What is hierarchical clustering? With an example discuss dendrogram
representation for hierarchical clustering of data objects. (16)
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