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Answer ALL questions.

PART A — (10 x 2 = 20 marks)
Deﬁne Algorithm Validation.
What is Time and space complexity? .
Give the control abstraction for divide and conquer technique.
Differentiate between subset paradigm and ordering paradigm.
Compare greedy technique with dynamic programming method.
What is 0/1 knapsack problem?
What are explicit constraints and implicit constraints?
What is meant by graph coloring strategy? _
Define Articulation point. Give the condition to identify an articulation point.
What is the property of NP-Complete problem?

PART B — (5 x 16 = 80 marks)

(@ () Find the time complexity and space complexity of the following
problems.. Factorial using Recursion AND Compute ntt Fibonacci
" Number using Iterative statements. 4+4)

(i1) Solve the following recurrence relations :

2T(n/2)+3n>2
) T(n)={ (, )
2 n=2
2T(n/2)+cn n>1
@ T<n>={ /2
a n=1
where a and ¢ are constants. 4+4)

Or
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(i) Distinguish between Big Oh, Theta and Omega notation. (8)
(i) Analyze the best case, average and worst case analysis for linear
search. (8)

Trace the steps of Mergesort algorithm for the elements 122, 25, 70, 175,
89, 90, 95, 102, 123 and also compute its time complexity.

Or .
(i) Explain the binary search algorithm with an example. And explain
its best, average and worst case time complexities. 8)

(i) Find the optimal and all feasible solution for the knapsack problem.
The sack maximum capacity is 100. The item weights and
corresponding profits are W = (10, 20, 30, 40, 50) and P = (20, 30,
66, 40, 60). Fill the sack such that the sack capacity should not
exceed the maximum capacity and objective of the problem is to
maximize the profit. (8)

Explain multistage graph. Find the minimum cost path from source to
destination for the given graph using both forward and backward
approach.

(i) Explain how travelling salesman problem could be solved using

dynamic programming method. Explain with sample graph. 8
(i) Discuss the algorithm for finding a minimum cost binary search
trees. Explain with suitable example. (8)
(i) Explain Hamiltonian cycles. (8)
(i) Explain the algorithm for graph coloring problem with suitable
example.
Or

() Explain the control abstraction for Backtracking method. How
8 Queens Problem could be solved using backtracking method?
Explain.

(i) Letw=1{5,7, 10, 12, 15, 18, 20} and m = 35. Find all possible subset
of w whose sum is equivalent to m. Draw the portion of state space
tree for this problem.

(i) Give an algorithm to identify articulation points and to construct
biconnected components. Explain with an example.
(ii) - Compare and contrast LC-BB and FIFO BB.
Or

Let n = 4 and m = 15 the profits for the instances are (p1, p2, p3, p4, p5)
= (10, 10, 12, 18) and the weights are (wl, w2, w3, w4, wb) = (2, 4, 6, 9).
Explain the working of 0/1 knapsack problem using LC branch and bound
technique.
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