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REGULATIONS 2007
ELECTIVE
XCS 006 - NEURAL NETWORKS
COMPUTER TECHNOLOGY
(Also applicable to Regulations 2009)
Time: Three Hours " Maximum: 100 marks
ANSWER ALL QUESTIONS
PART—A (10x2=20 marks)
1. Define pattern recognition.
2. What is mean by imachine leaning?
3. What are the limitations of perception?
4. Write short nbtes on generalization.
5. DefineLVQ.
6.  Define weight training & write the equation.
7. Give some important models of Hopfield.
8. Write short notes on vigilance threshold.

9. Write the elements of RAM.

10. What are the different types of association?
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PART—B (5%16=80 marks)
Discuss in detail about the structure of the (16)
brain with neat diagrams.
Or

Discuss about the classification techniques (16)
used for pattern recognition.

Discuss about the perceptron learning rule of (16)
proof. .

Or
(@ Write the multi layer perception (6)
algorithm,
(ii) ~ Write about the XOR problem. (10)

() Explain about the kohonen’s algorithm. (8)
(il) -How to reducing the neighborhood. 8)
Or

Draw the kohonen's neural based phonetic (16)
typewriter and explain it.

Describe the concept of Boltzman machine. (16)
Or

Draw and explain the architecture of ART (16)
and explain its operation.
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Explain the implementation in RAM with (16)
neat sketch,

Or
Write short notes on following.
i)  n-tupling @)
(i) Willshaw’s agsociative net @)

(iii) Standard Computer memory and (8)
implementing associative memory.





