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FIRST SEMESTER
AP 911 - ADVANCED DIGITAL SIGNAL PROCESSING
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{Common to Communication Systems and Computer and
Communication)

Time: Three Hours ' Maximum: 100 marks
ANSWER ALL QUESTIONS
PART—A (10%2=20 marks)

L. In which criteria are two random variables x and y said to
be uncorrelated.

2. When is an estimate said to be unbiased?

3. Determine the Power Spectrum P, (/%) of x(n) white noise
with a variance ¢ and autocorrelation sequence
700 = a2 ()6(k).

4. Specify the mathematical representation of Power Spectrum
of Auto Regressive Moving Average (ARMA) process.

5. State orthogonality principle.

6. Draw the block diagram for Noise cancellation using a
Wiener Filter.

7. Define Misadjustment of Adaptive Filters,

8. How is Echo cancellation done using Adaptive Recursive
filters?




[image: image2.png]10.

11.

12.

Mention some methods to accomplish sampling ¥
CONVersion.

Define Wavelet Transform.
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PART—B (5x16=80 marks)

Derive Spectral Factorization l

P.(2) = 03Q(2)Q"(1/z") of the power
spectrum P, (z).

Let x(n) be the random process that it
generated by filtering white noise w(n) with
first order 'linear shift invariant filter
having a system function H{z) = ﬁ .
Determine the Power Spectrum P (z) and
autocorrelation r, (k).

Or

Derive Yule Walker equations for an
AutoRegressive(AR) process.

Consider the autocorrelation sequence of a
first order AutoRegressive(AR) process
r,(k) = a*! where la|] < 1. Determine the
Power Spectrum P, (/%)

Derive an estimate of the Power Spectrum
Periodogram by considering an estimate of
autocorrelation sequence of a random process.

Or
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Derive Welch method of obtaining an
asymptotically unbiased estimate of the power
spectrum.

Derive the optimum linear estimate of a
nonstationary process x(n) such as the time-
varying difference equation

x(n) = a,_1{)x(n — 1) + w(n) and such a process
x(n) is measured in presence of additive noise;
y(n) = x(n) + v(n) _tesulting in a discrete
Kalman filter.

Or

Tllustrate the general Wiener filtering problem
by a block schematic, and derive Wiener-Hopf
Equations and Minimum error for Finite
Impulse Response (FIR) Wiener filter.

Derive steepest descent adaptive filter weight
vector update equation. .

Or

Dérive Normalized Least Mean Square (NLMS)
algorithm. Compare with Least Mean Square
(LMS) algorithm.

With block schematic, explain analysis filter
bank and synthesis filter bank structures
employed in Multirate Digital Signal Processing.

Or

Discuss the operation of Decimation and
Interpolation in sampling rate conversion.
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