[image: image1.png]B Tpne Three Hours

B.E/B.TECH. DEGREE EXAMINATIONS, NOV/DEC—2011
REGULATIONS 2008
FIFTH SEMESTER
IT 52 - INFORMATION THEORY AND CODING
INFORMATION FECHNOLOGY

’ Maximug: 100 lﬁdﬂi&

" ANSWER ALL;QUESTIONS n
PART-A (mxzzze markeys, .
s biiifimited to B
- Nyquist rate,, and thi les are qu: rmzea'into ¥ lew oz
The quantization levels Q1, Q:, Q: and Qs .are assumed

independent and-occur with probabilities P1 = P4 = 1/8 and
P2 = 3/8. Find the information rate of the source.

State Shannon’s first theorem.

How arithmetic coding is advantageous over Huffman
coding for text compression?

What do you understand by frequency masking?

Give the features of H.261.

Define motion estimation.

List the properties of generator polynomial of cyclic codes.
Explain Hamming distance with an example.

Define constraint Iength in convolutional code.

What are the advantages of Viterbi decoding technique?
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PART-B (56x16=80 marks)

) A voice grade channel of network has a (

bandwidth of 2.4KHz. Calculate

(a) Information capacity of the
telephone channel for a SNR of 20
db.

{b) The minimum: signal to noise ratio
required t4 Swpuer. ilivrmation
Ml aga et D Le chianc. ac a
rate of 9.6Kb/s.

(i) Five gource messages are probable to
appear :as mi1=0.4, mz = mz = ms = ms=0.15.
Find coding efficiency for

(a) Shanon-Fano coding
(b) Huffman coding.

Or

A transmitter has an alphabet consisting of five
letters {x1,X2,x3x1,xs} and the receiver has an
alphabet of 4 letters {yiysysys. The joint
probabilities for the communication are given
below: :

y ¥z oy ¥4
*1 (025 0 0 0
*z [010 030 0 0
X3{ 0 005 010 O
X1 0 0 005 010
X\ 0 0 005 0

Determine the different entropies for this
channel.
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(i)

Explain of concepts of frequency masking
and temporal masking? How are they used
in perceptual coding?

Or

With the help of block diagrams explain
speech coding using LPC.

What is arithmetic coding? Explain with
the help of an exaumpl~

With the help of\block diagrams, explain the
working of JPEG encoder and decoders.

®
G

< Or
Explain the basic mode of operation of GIF.
Explain how the compression algorithm

used in MPEG differs from that used in
H.261 standard.

Consider-the generation of a (7,4) cyclic code by
generator polyljoniial g(x) = 1+x=x3

@

(i)

Calculate the codeword for the message
scquence 1001 ara construct systematic
generator matrix G.

Draw the diagram of encoder and
syndrome  calculator generated by
polynomial g(x).

Or
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Consider the following generator matrix (
10100
G=|1 0 0 1 1
01010
(i)  Generate all possible codewords using
this matrix

(i)  Find the parity check matrix H.

(i) What is the mimmum distance of this
code?

@v) Find error detectmg capabxlmes of this
code.

A convolutional encoder is defined by the (.
following generator polynomials:
g{x)=1+x+xzxsxs
gz(x)=1+x+x§+xa
3(X)=1+xzx4
What. is the constraint length of this code?
How ma;ny states are in the trellis diagram of
this code? What is the code rate of this code?
Or

Explain the viterbi algorithm for decoding of (I
convolutional codes with an example.





