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ANSWER ALL QUESTIONS
PART-A (10x2=20 marks)

1. Define amplitude modulation and its modulation index.

2. What are the advantages of DSB-SC modulation over AM?
3. Draw the block diagram of PLL.

4. Differentiate Wide band FM and narrow band FM.

5. The current through a diode is 10mA. Determine the
R.M.S value of the shot current in 20 KHz bandwidth.

6.  Define noise factor.

7. Draw the phasor representation of FM noise.

8.  How threshold reduction is achieved in FM receiver?
9.  State Shannon’s channel coding theorem.

10. Define Entropy.
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PART-B (5%16=80 marks)

Explain in detail the generation and detection
of SSB-SC-AM with circuit diagrams.

Or

Explain the function of each block in an AM
transmitter and AM receiver.

Explain the function of each block in an FM
broadcast and stereo receiver.

Or

Explain the methods of generation of FM
wave.

Discuss the types, causes and effects of the
various forms of noise in the receiver section,

Or

Discuss in detail the performance of noise in
DSB-SC receivers.

Discuss in detail the performance of noise in
AM and FM receivers.

Or

Explain the need of pre-emphasis and de-
emphasis in an FM system.

A discrete memoryless channel has the
following alphabet with probability of
accurance
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' Alphabet | A B ¢ |p B ¥ e

Probability | 0.125 | 0.0625 | 0.25 | 0.0625 0.125 | 0.125 0,25'

Generate the Huffman code. Find average encoded length,
entropy and 1.

Or

() Explain (16

(i) Data compaction and

(i) Information capacity theorem and its
implications





SIT-CENTRAL LIBRARY


