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Time: Three Hours Maximum: 100 marks
ANSWER ALL QUESTIONS
PART—A (10x2=20 marks)

Consider the experiment of tossing a coin 3 times. Let
X be the random variable giving the number of heads
obtained. We assume that the tosses are independent and
the probability of head is p ~then find P(X =0).

The Rroi)abﬂihy mass function of a random variable X is

1/2, x=1
. 1/4 0 x=0 ) .
given by P, (x) = /8 . determine the probability
.  x=
18 x=2

mass function of ¥ if ¥ =2X7 +1.
Write any two properties of correlation coefficient.
If the joint pdf of X.7) is

2

f(x,y):xszr%. 0<x<2, O0<y<l then find
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1
PX>] Y<2).
( 2)

Define Markov process.
Define random telegraph signal process.
Write down the Wiener-Khinchine relations.

Write any two properties of power spectral density
function.

Examine whether the systém Y1) = tx(1) is casual.

If a system¥(r) = ;‘J‘X(I—u)e””"'du, then find its unit
"
impulse response.

PART-B (5x16=80 marks)

(@ (i) . The cumulative distribution function of 8)

random  variable X is given by
0, xs-7& .
X+z

F(x)= s —r<x<g,find

1 xzz

(a) The probability density functions of
X.

(b) Show that X is uniformly
distributed over (-, ).
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() A binary source generates digits 1 and 0 [€)]
randomly with probabilities 0.6 and 0.4
respectively.

(a) What is the probability that two
I's and three 0's will occur in a five
digit sequence?

(b) What is the probability that at
least three 1's will occur in a five
digit sequence?

Or

®) @& If X and ¥ are independent random (8)
variables: Having normal distribution with
_a common mean A&. but with variances 4

. “and - 48 respectively such that
[ g PX +2Y <3)=P(2X -Y 2 4), determine
H.

(i} In a science ‘test administered on 1200, the (8)
average was 70 and the standard
deviation ‘was 15. Assuming that the
marks obtained by the children follow a
normal distribution, find the number of
children who had scored

(a) Over 90 marks
(b) Below 35 marks
(c) Between 40 and 80 marks
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(a)

®)

@

(i)

@

(i)

The joint probability density functions of
X and Y is given by
ke (y+1), x>0, 0<y<]
flxy)= v )_ MO
0, otherwise

find
(a) The value ofk .

(b) The marginal density functions of X
and

(¢) Find the conditional density functions
of X givenY =yand Y givenX =x.

A voltage V is a function of time 1 and is
given by W)= X cosan +Ysinar where

X dnd VYare indepenident random
variables each normally distributed with
mean zero and variance o’ and o is a

_constant angular frequency

(a) Show that V(f) = Rcos(a¥ —8)

(b) Find the probability density function of
R and § and show that R and ¢
are independent.

Or

The probability density function of the
random variable (X,Y) is given by

X, p)=
oy {0, otherwise
the density functionof X +7V.

+y, O0sxy<l
e i then find

Suppose that in a certain circuit 20
resistors are connected in series. The

@®

@

(@
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(i)

mean and variance of each resistor are 5
and  0.20 respectively.  Assuming
independence, what is the probability that
the total resistance of the circuit will
exceed 98 hours?

If the auto covariance function C, (r) of (8)

wide- sense stationary process X(7)
satisfies the condition €, (r)— 0 as 1 —»x
then show that X{f) is mean ergodic.

Consider a raridom process X(1) defined
by - X()=Ucost+Vsint, —o<t<w,
where' U/"and ¥ are independent random
variables each of which assumes the
values -2 and -Fwith the  probabilities

1/3 and 2/3 respectively. Show that X (1)

---i6 wide" sense stationary but not strict

sense stationary.
Or

A hunter hunts an animal at Poisson rate
of 1 per hour in a dense forest. If he starts
hunting at 8. AM, find the probability
that the hunts

(a) One animal by 9 AM

(b) Four animals by noon.

If X(?) is a normal process with mean 10

and auto covariance 16e™ 7! then find
X(10)<8 and| X(10)~ X(16)|< 4.

®)

®)

®
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Two random process X(f)and Y(t) are
given by X(¢) = Acos(ex +8),

Y(t) = Asin(ex +6), where A and @ are
constants and & is uniform random
variable over(0,27). Find the cross

correlation function of X(¢)and Y(¢)

Find the power spectral density of a wide
sense stationary , random process X(r),

whose auto correlation is given by

It er
kAT EET

0, |tpT

Or

State “vand prove Wiener-Khinchine
theorem.

If t\he power spectral density function of
wldE sense stationary process is given by

S(w) (4 o), lolsa

find the
0, |ol>a

autocorrelation function of the process.

Let¥(n) =X(n)+Y(n), where X(n)=A4
for all » and A is random variable with
zero mean and variance o’ and @(n) is a
discrete time white noise with average
powerg?, It is also assume that X(n)
and @(n) are independent. Find the

power spectral density of S, ) of ¥(n).

l P5e
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@
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Show that the system represented by
Y(0=[he)X(t-£)de is a linear time
invariant system.

Or

If Sy(w) and §,;(w) are the power
spectral density functions of the wide
sense stationary process X(f) and output

process Y(1) respectively and H{(w)is the
system  transfer function  then
Sp(@) =l H@)* Sy, (@).

For a circuit with input voltage X(¢) and
output voltage Y{#) it is given that X(¢) is

-a stationary random process with zero

meair. and auto correlation function
Ry, (r)=4e™ and that the system

transfer function is H(w)= ! then
2+io

find mean 0(i Y1), Sy (@) and Sy (w).
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