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FOURTH SEMESTER

EC 42 - COMMUNICATION THEORY
ELECTRONICS AND COMMUNICATION ENGINEERING
(Common to Computer Science and Engineering)
Time: Three Hours Maximum: 100 marks
ANSWER ALL QUESTIONS
PART-A (10x2=20 marks)

1. State the need for frequency translation.
2. Compare periodic and aperiodic signal.
3. Define phase and frequency deviation.
4. State the rule for band width.

5. What is noise figuié?

6. What is narrow band noise?

7. Differentiate pre emphasis and de emphasis in a FM
system.

8. What is the importance of SNR?

9. If a source generates an analog signal messages with
average information 1.8 bits/message and two message
per second, then compute the information rate.
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What are the issues that a rate distortion theory deals?

(a)

b)

(a)

)

PART-B (5x16=80 marks)

(i) Tilustrate the process of frequency
translation with a neat spectral pattern
of waveform.

(i) How is baseband signal recovered from
modulated signal?

Or

(i) State the various methods of generating
SSB signal'and explain them in detail.

@Gy Derive the relationship between phase
and frequency modulation.

Consider an _ angle modulated signal
x(t) = 3cos [ 2ml08t + 2 sin(2 TM10%) 1.Find

i) Instantaneous frequency at time

t=0.25ms and t = 0.5ms
(ii) Maximum phase deviation
(iii) Maximum frequency deviation
Or
Sketch the block diagram for generating and

demodulating a FM signal and also explain its
operation.
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Explain the following terms (16)
(i) Thermal noise
(i) Shot noise
(iii) White noise
(iv) Narrow band noise
Or

Derive the frequency domain characteristics of (16)
the noise.

Compute the SNR for DSBSC. (16)
Or
With a neat block diagram explain (16)

pre-cmphasis and de-emphasis in FM system.

List out the various coding schemes and (16)
discuss each of them in detail.

Or

Explain (16)
(i) Shannon’s theorem.

(ii) Channel capacity.

(iii) Rate distortion theorem.

(iv) Lossy source coding.
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