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Time: Three Hours Maximum: 100 marks
ANSWER ALT, QUESTIONS
PART—A (10x2=20 marks)

L. Evaluate +28 to four decimal places by Newton's
iteration formula. )

2. Write the algorithm for finding the largest eigen value of a
matrix using power method.

3. Using Newton's divided difference formula, find the
quadratic equation for the following data.

X |0 |1 4

Y |2 |1 4

4. If f(x):l,then find f(a.b) and f(a.b.c) .
x

5.  Derive the formula D’ = ‘:AZ -A +%AJ 7%[\; +}




[image: image2.png]6. Write the Simpson’s one-third rule and three-eights ru

7. Given that% =x+ %, y(0) = 1 find y(0.1) using Tay

series method.
8.  Write the second order Runge-Kutta formula.
9. Give the standard diagonal five-point formula.
10. Classify the pde
(1) oty =-2
or T

(i) Ezaa\: .

PART—B (5x16=80 marks)

11. (a) () Using Newton-Rapson method, find
correct to four decimals the root between
0 and 1 of the equation x* —6x+4=0.

(i) Use Causs-Elimination method to solve
the equations

X, +2x,+3x, =7
2x,+7x, +15x, =26
3x, +15x, +41x, =26

Or

() () Find the inverse of the matrix

C
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A=|4 3 -I|using Gauss-Jordan
35 3
method.

Find the largest eigen value in modulus
and the corresponding eigen vector of the
(=15 4 3
matrix 10 —12 6 |using power
20 -4 2,
method.
Apply Gauss's backward interpolation

formula and find the population of a town
in 1946. with the help of following data.

8)

(10,

Year 1931 | 1941 | 1951 | 1961 | 1971

Population

thousands)

(in 15 20 27 39 52

Y]

&

(i)

Find a polynomial which passes through
the points (0,-12), (1,0), (3,6), (4,12) using
Lagrange's interpolation formula.

Or

Fit a cubic spline curve that passes
through (0,1), (1,4), (2,0) and (3,-2) with
the natural-end boundary -conditions,
§°(0)=0,8"(3) =0.

For the following table of values, find the
interpolating polynomial by Newton’s
divided difference formula.
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f(x) 1 8 27 64 125
13. (a) () From the following table of values of x (10)
and y find ﬂ and L{’ for x=1.05.
dx dx*
LX j71’00 1.05 B ;10 115 1.:207 125 1; 7‘

¥ | 100000 | 102470 1.04881 | 1.0723%  1.09544 1.11803 | 1 14()ﬂ

(i)

by W

00

Find the value [e'dx. taking n = 6 (6)
[

correct to five significant figures by

Simpson’s one - third rule.

Or
Using Romberg’s integration method, (8)
18
find the value of I y(x)dx, starting with
)

trapezoidal rule, for the tabular values

lT( 10 11

1.2 \ 13 14 15 16 17 l 18

bx) 1.543 | 1.669 1.811‘1.971 2.151 | 2,352 | 2.577 2.828'3107

: ()

14. @ O

Evaluate ]‘:ﬁ I:/:‘ sin(x + y)dxdy by (8

numerical double integration.

Solve by Euler's modified method the (10)

differential equation % =x* + ywith the
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initial condition y(0) = 1 for x = 0.02 by
taking h = 0.01.

Solve the initial value
problemu’ =¢* +u”,#(0) =0, using Taylor
series method and hence obtain the value
of u(1).

Or

Given & l(IJr,\‘Z)vzand y@ = 1,
dr 2

¥(0.1) = 1.08, y(0.2) = 1.12, y(0.3) = 1.21.
Evaluate by Milne's Predictor-Corrector
method

Use the Runge-Kutta method to
approximate y at x = 0.1 for the equation

%:xw,y(owr

Solve the equation y"—64y+10=0with
boundary conditions y(0) = y(1) = 0, by
finite difference method. Compute y(0.5)
and compare it with the true value.

Solve the Poisson’s equation
o U =—10(x? +y2 +5) in the domain
0 < x, y < 1; subject to the conditions u=0
atx=0;x=Lu=0at y=0;u=1laty=l
for 0 < x < 1, using central difference
approximation to both the space
derivatives with uniform mesh spacing
h=1/3. Use Liebmann iterative method to
find the solution of the resulting system.
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Or

2

Solve the PDE %"—:34 subject to the
" 3

condition u(x,0) = x(1-x), 0<x<;

w(@,t}=u{l,t)=0 wusing Crank-Nicholson
method.

. Fu
Solve the equation —— =

ot ax
the boundary and initial conditions

. subject to

u(0,H=u(1,5=0, X x,0/=0 and
ot

#(x,0) = lsin v, 0=x<1.
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