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ANSWER ALL QUESTIONS
PART—A (10x2=20 marks)

1. State the techniques for evaluating the performance of
algorithms.

2. Distinguish: Fully observable and Partially observable
agent environments.

3. Mention the significance of First Order Logics.
4. Define: Unification.

5. List the challenges for reasoning under uncertain
environments.

6. Define: Regression Planning.
Mention two applications of Hidden Markov Model.
8 What is non-monotonic reasoning?

9. State the significance of statistical learning.
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PART—B (5% 16=80 marks)

i1. (@) @) Compare and contrast uninformed and
heuristic search strategies.

(i) With a neat illustration explain the
working of A* algorithm.

Or

(@ @) Explain the problem of constraint
satisfaction with a suitable example of
your owi.

(i) Discuss in detail alpha-beta search
algorithm and alpha-beta pruning.

12. (a) Represent the following sentences in first
order logiv by defining your own vocabulary.

(i) All people in Japan lost their houses
and became penniless overnight.

(i1) Bvery regular student who takes
French passes it.

(jii)Some students are regularly irregular
for first hour classes.

(iv) You can fool some of the people all the
time.
Or

(b) Explain the syntax and semantics of First
order logics with suitable example.
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Different paths in partial plan are not
alternative plans, but alternative sequence of
actions. Explain.

Or

Compare total order planning and partial
order planning.

Explain the syntax and semantics of Bayesian
Networks.

Or

How are Hidden Markov Models applied in
Speech Processing? Discuss.

(1) How to assess the performance of a
learning algorithm?

(i) Comment on the reflection of noise,
overfitting  over the performance of
learning algorithm.

Or

(1) Explain boosting as an ensemble learning
algorithm.

(i) Distinguish: Supervised learning and
Unsupervised learning with examples.
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