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Answer ALL questions.
PART A — (10 x 2 = 20 marks)

1.  Suppose that we are considering an enhancement to the processor of a server
system used for web serving. The new CPU is 10 times faster on computation
in the web serving application than the original processor. Assuming that the
original CPU is busy with computation 40% of the time and is waiting for I/O
60% of the time, what is the overall speedup gained by incorporating the
enhancement?

2. List out the hazards involved in implementing pipelining.

3. How many branch-selected entries are in a (2, 2) predictor that has a total of
8K bits in the prediction buffer?

4.  What is branch-prediction buffer?

5.  What is Software Pipelining?

6. What is VLIW Approach?

7. What is multithreading?,

8. Suppose you want to achieve a speedup of 80 with 100 processors. What
fraction of the original computation can be sequential?

9. What is average memory access time?

10. Differentiate between local miss rate and global miss rate.
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PART B — (6 x 16 = 80 marks)

A common transformation required in graphics engine is square
root. Implementations of Floating-Point (FP) square root vary
significantly in performance especially among processor designed
for graphics. Suppose FP square root (FPSQR) is responsible for
20% of the execution time of a critical graphics benchmark. One
proposal is to enhance the FPSQR hardware and speed up this
operation by a factor of 10. The other alternative is just to try to
make all FP instructions in the graphics processor run faster by a
factor of 1.6; FP instructions are responsible for a total of 50% of the
execution time for the application. The design team believes that
they can make all FP instructions run 1.6 times faster with the
same effort as required for the fast square root. Compare these two
design alternatives. (8)

Suppose we have made the following measurements :
Frequency of FP operatiéns (other than FPSQR) = 25%
Average CPI of FP operations = 4.0

Average CPI of other instructions = 1.33

Frequency of FPSQR = 2%

CPI of FPSQR = 20

Assume that the two design alternatives are to decrease the CPI of
FPSQR to 2 or to decrease the average CPI of all FP operations tc
2.5. Compare these two design alternatives using the CPU
performance equation. (8)

Or

Explain the Classifying Instruction Set Architectures. What are the
advantages and disadvantages of the three most common types of
general-purpose register computers? (8)

Explain multicycle operations. (8)

Show the information tables for the following code sequence when only
the first load has completed and written its result :

®
(i)

(i)
@)

)

i)

LD F6, 34 (R2)
LD F2,45 (R3)
MUL.D Fo, F2, F4
‘SUB.D F8, F2, Fé6
DIV.D F10, Fo, F6
ADD'D F6, F8, F2

Using the same code segment, show how the status tables look like
when the MUL.D is ready to write its result. (16

Or
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() Explain the Reducing of Branch Costs with Dynamic Hardware
Prediction. Consider a loop branch whose behavior is taken nine
times in a row, then not taken once. What is the prediction accuracy
for this branch, assuming the prediction bit for this branch remains

in the prediction buffer? [C)]
(ii) What are the limitations of ILP? [€)]
The straightforward MIPS code, not scheduled for the pipeline, looks like
this :
Loop: LD Fo, 0 (R1) ;FO = array element
ADD.D F4, FO, F2 ;add scalar in F2
S.D F4, O(R1) ;store result
DADDUI R1,R1,#-8 ;decrement pointer
;8 bytes (per DW)
BNE R1, R2, Loop ;branch R1! = zero

(1) Show how the loop would look on MIPS, both scheduled and
unscheduled, including any stalls or idle clock cycles. Schedule for
both delays from floating-point operations and from the delayed
branch.

(i) Show the loop unrolled so that there are four copies of the loop
body, assuming R1 is initially a multiple of 32, which means that
the number of loop iterations is a multiple of 4. Eliminate any
obviously redundant computations and do not reuse any of the
registers.

(i) Show how the process of optimizing the loop overhead by unrolling
the loop actually eliminates data dependences. (Use non-delayed
branches for simplicity)

(iv) Eliminating the excess loop overhead, but using the same registers
in each loop copy. Indicate both the data and name dependences
within the body. Show how renaming eliminates name dependences
that reduce parallelism. (16)

Or

Explain the different hardware support for more parallelism. (16)

Assume a 64-processor multiprocessor with 1 GHz processors that
sustain one memory reference per processor clock. For a 64-byte block
size, the remote miss rate is 0.7%. Find the per-node and estimated
bisection bandwidth for FFT. Assume that the processor does not stall for
remote memory requests this might be true if, for example, all remote
data were prefetched. How do these bandwidth requirements compare to
various interconnection technologies? Also evaluate the Performance of
Distributed Shared-Memory Multiprocessors? . (18)
fa™
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Differentiate software and hardware multithreading approaches.
8

Explain the distributed shared memory architecture. ()]

Assume the following performance and cost information :

@
(i)

A 2500 — MIPS CPU costing $20,000.

A 16-byte-wide interleaved memory that can be accessed every
10 ns.

1000 MB/sec I/O bus with room for 20 Ultra3SCSI buses and
controllers.

Wide Ultra3SCSI buses that can transfer 160MB/sec and support
up to 15 disks per bus (SCSI strings).

A $500 Ultra3SCSI controller that adds 0.3 ms of overhead to
perform a disk I/O.

An operating system that uses 50,000 CPU instructions for a disk
I0.

A choice of a large disk containing 80GB or a small disk containing
40GB, each costing $10.00 per GB.

A $ 1500 enclosure supplies power and cooling to either eight 80GB
disks or twelve 40GB disks.

Both disks rotate at 15000 RPM, have an 5-ms average seek time,
and can transfer 40 MB/sec.

The storage capacity must be 1920GB.
The average I/O size is 32KB.

Evaluate the cost per /O per second (IOPS) of using small or large
drives. Assume that every disk 1/Q requires an average seek and
average rotational delay. Use the optimistic assumption that all
devices can be used at 100% of capacity and that the workload is

evenly divided among all disks. (16)
Or
Explain the various types of storage device. [€)]

How does one reduce cache miss penalty? 8
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