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10.

ANSWER ALL QUESTIONS
PART—A (10x2=20 marks)

Define vector quantization and give its merits over scalar
quantization.

Mention some models that are used for lossless and lossy
compression.

Define offset in 1.Z77 approach.

What does digram coding mean?

List the various analysis /synthesis speech schemes.
What is the need for silence compression?

What is a Wavelet transform?

What are the differences between JBIG and JBIG2
standards?

What is the coding technique best suited for real time
video and why?

What is DVI technology?
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(i)  Explain the various audio compression (8)

techniques.

(i) Give a detailed description of G.722 audio (8)

coding scheme.
Or

(i) Explain in detail about formant and (8)

CELP vocoders.
(i)} Explain in detail about MPEG audio.
Explain in detail the following
(1) Prediction Techniques

(i) Transform coding.
Or
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Explain in detail the various JPEG standards (16}

for image compression,

Explain in detail the performance of (16)

production level video in DVI technology.
Or

Explain the need for video compression and (16)

the MPEG video coding standards.
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PART—B (5x16=80 marks)

Explain  in detail the need for (10)
compression and the taxonomy of
compression techniques.

Explain in detail various evaluation (6)
techniques for compression.

Or
Explain in detail about scalar and vector (12)
quantization techniques.

Explain rate — distortion theory. 4y

(a) Consider a: discrete memoryless source with (16)
alphabet {so,s1/s3}. and statistics {0.7,0.15,0.15}
for its output.(i) Apply the Huffman algorithm
to this source. Hence show that the average
code word length of the Huffman code equals
1.3 bits/symbol. (i) Let the source be extended
to order two, Apply the Huffman algorithm to
the resulting extended source and show that
the average code word length of the new code
equals 1,1975 bits/symbol.(ili} Compare the
average code word length calculated in part(ii)
with the entropy of the original source.

Or

() () Explain the difference between Huffman (8)
coding and Adaptive Huffman coding
with an example.

(ii) Explain Dictionary coding technique with (8)
an example
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