[image: image1.png]v \&‘s
\o\“’\

M.E./M.TECH. DEGREE EXAMINATIONS, MAY/JUNE —2011

REGULATIONS 2009

SECOND SEMESTER

VL 921 - CAD FOR VLSI CIRCUITS
VLSI DESIGN
Time: Three Hours - Maximum:100 marks
ANSWER ALL QUESTIONS
PART—A(’IOXZ=20 marks)

1. State the difference between full, custom and semi
custom design.

2. What is a cell compiler? ™

3. What are the three most common types of minimum-
desigy ritles?.. )

4. What ai;a the two subdivisioﬁs of placement methods?
X

5. What 1\s floor planning?

6. Whatare global arid detailed routing?

7. Give the truth-table modeling of the behavior of a two-
input NAND gate using Multiple-valued logic?

8.  State Shannon’s Expansion theorem.
9. What is high-level synthesis?

10.  What is clique partitioning?
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PART-B (5%16=80 marks)

i Discuss in detail about the three VLS
design domains,

@) Explain the three different types of

problems that can be distinguished in
Logic synthesis. .

Or )
With pseudocode, exblain
[0 Depph»ﬁrst search.
(i) Breadth fugt search a;lgqrithms.

With Ppseudocode, e;xplain the Bellman-Forq
algorithm:. N

Or

@  Explain the wire length estimation.

) Derive the tripartite, bipartite and

clique ;madel of 5 NAND based RS
latch.

Discuss the Optimization problems related
to floor planning,

Or
@  Explain the most important
Parameters that characterize the local
routing problems,
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(i) With suitable example, explain the
steiner tree construction.

() What are the various types of
simulation tools for most important
abstraction levels ? Explain.

() What is an OBDD and ROBDD ?
Explain. :

Or

()  Explain in detail about combinations
logic synthesis.

@) Write the VHDL eode for the
following combinational citcuit
F=x1.x2" (xs+xs).

@ ' ‘E\kplain the high level synthesis using
" "Gayski’s Y-chart.

(ii) . WW}zth \peéudo code explain the ASAP

_ scheduling algorithm.
Or

Explain in detail about (i) Input Data flow
(i) Conditional data flow (iii) Iterative data
flow.
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