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CP 913 — SYSTEM PROGRAMMING AND OPERATING
SYSTEMS

COMPUTER AND COMMUNICATION
Time: Three Hours . Maximum: 100 marks
ANSWER ALL QUESTIONS
PART—A (10x2=20 marks)
1. Define Language Processing.

2. What are search data structures?

3. What is the major role of an assembler?

4. Define Macro.

5. State the difference between compiler and interpreter.
6. What do you mesryl\by self relocation?

7. Define Operating Syséem. Give any two operating system
you worked. o

8. What are the necessary conditions for deadlock to oceur?

9.  What is virtual memory? How does it differ from physical
memory?

10. What problems could occur if a system allowed a file
system to be mounted simultaneously at more than one
location?
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11. (@) Brief the fundamentals of language process;
in detail and the various activities involved
it.

Or
(Y Explain allocation data structures,

(ii) Esxplain parsing,

12. (a) Explain in detail “the design of two pas
assembler.

Or

® @) IMustrate Macro definition and call with
example.

(ﬁ) Write ahout the design of g macro
Preprocessor.

13. @ @ Briefly explain the compilation of contro]
structures with suitable example,

(i) Write short notes on code optimization,
Or

®) o Explain the Design of linker and how does
the linker performs its tagk.

(i) Write notes on interpreters,



[image: image3.png]14. (@) (i) Consider the following set of process with (10)
CPU burst time given in milliseconds.

Process Burst Time Priority
P1 8 4
P2 1 2
P3 2 3
P4 3 5
P5 8 1

a) Draw Gantf charts for FCFS, SJF,
Priority and RR(Quantum = 2)

b} Compute Average turnaround time and
waiting time of each scheduling.

¢) Which schedule takes miniimal average
waiting time?

(iiy Explain the Binary semaphore algorithm )
in detail. :

Or

() () Illustrate Bahkers algorithm of deadlock (10)
Avoidaiice with example.

(i) Write Classical Reader-Writer problem (6)
with algorithm.

15. (a) () Briefly explain paging memory (10)
management scheme with neat sketch,

(i) Explain Demand paging with example. (6)





