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Question Paper Code : 33300

B.E./B.Tech. DEGREE EXAMINATION, APRII/MAY 2011.
Fifth Semester

Electronics and Communication Engineering
EC 332 — COMMUNICATION THEORY AND SYSTEMS

(Regulation 2001)
Time : Three hours Maximum : 100 marks
Answer ALL questions.

PART A — (10 x 2 = 20 marks)

1. List the limitations of AM.

2. Draw the basic block diagram of coherent detector for demodulating DSB-SC
modulated wave.

3. Write down the basic definition of phase modulation.

4,  Define modulation index of FM.

5. - Define Noise figure.

6. What is meant by white noise?

7. What is meant by intermediate frequency? How is it selected?
8.  Define figure of merit of a receiver.

9.  Define ent-ropy and information rate.

10. Give the channel capacity theorem.
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PART B — (5 x 16 = 80 marks)

@i Discuss the spectral characteristics of periodic and non periodic
signals, 10
(i) Explain the generation of SSB. . (6)
Or
(i Explain the filtering scheme for the generation of VSB modulated
wave and where is it applied? 10)
(ii) © Write the principle of FDM. 6)
(@ Draw the block diagram of method of generating a narrowband FM
signal and explain. [C)]
(ii) Draw the block diagram of the indirect method of generating a
wideband FM signal and explain. ®
Or
Explain the demodulation of FM n detail with necessary block diagram
and derivation. 16
(i) Discuss the noise in linear receivers using coherent detection. (10)
(ii) What is noise temperature? Explain. ©)
Or
(@ Explain the noise characteristics in AM receivers using envelope
detector. (10)
(i) Write short notes on Gaussian process. ®)
) ) Explain the pre-emphasis and De-emphasis with neat diagrams.
10$)
(i) Explain FM threshold effect. : ()
Or
Explain the operation of super heterodyne receiver and its

characteristics. (16)
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Explain Huffman coding with éxample. 10)

Explain Source coding theorem. (6)
Or

Discuss -the application of channel coding theorem to binary

symmetric channels. 10)

List the properties of mutual information. ©(6)




