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FOURTH SEMESTER
MA 45 — PROBABILITY AND RANDOM PROCESSES
ELECTRONICS AND COMMUNICATION ENGINEERING
(Common To Biomedical Engineering)
Time: Three Hours Maximum: 100 marks
ANSWER ALL QUESTIONS
PART—A (10x2=20 marks)

1. The probability of a continuous random variable X is
173, O<x<l

given by f,(x)={2/3, 1<x<2 .Findthe cumulative
0, otherwise
distribution function Fo(x).
2. Find the moment generating function of Poisson
distribution for the random variable X .

3. Prove that the corvelation coefficient of two independent
random variables X and Y is zero.

4. Find the probability distribution of (X +Y) from the
bivariate distribution of (X,Y) is given below.

Y 1 2
X
1 0.2 0.3
2 0.3 0.2
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11.

Define Markov process.

Verify whether the sine wave process X (1) =Ycosat

where Y is uniformly distributed in (0, 1) is a strict sense
stationary process.

Prove that the power spectral density function of real or
complex stationary process is a real function of @ .

Write any two uses of Wiener-Khinchine theorem.

Verify that the system y(r) = x%(z) is linear or not.

T
If a system y(#) :%IX (t—u)du then find its weighing
o

function.

PART-B (5x16 =80 marks)

(@ (). TIf X is a continuous random variable (8)
with  probability density function

v, - 1
S =8 I o fina
0, elsewhere

1. the value of &
2. the mean and variance of X .

3. P(%SX<4),

Ms08
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(ii)
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(iii)
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Show that all the odd order central
moments vanish and the even order central
moments are given by

n=0123..

4. B
Han 2n+3

Or

The failure pattern of an electronic system
is known to follow an exponential
distribution with meun time to failure of
500 hours. Find the probability the

system failure occurs within 300 hours.

f X is a geometric random variable then
find the probability that X is divisible by
3.

A coin ig biased so that a head is twice as
likely to appear as a tail. If the coin is
tossed 6 times , find the probabilities of
getting

1. exactly 2 heads

2. at least 3 heads

3. at most 4 heads.

Let X and Y be the two random variables
such that X =cosé, ¥ =sinf, where 6 is
a random variable uniformly distributed
over (0, 2r) then show that
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1. X and Y are uncorrelated

2. X and Y are independent.

If two random variables X and ¥ have the
Jjoint density function

foy) = g(x+y2). O<x<l, 0<y<l

0, otherwise

then find P(0.1< X <0.5) and
P04<Y <0.7)

Or

Suppose X -and Y are'.two independent
random variables having' the joint
probability function

flry)=
- |0, otherwise
the probability density function of

Z=Vx"+17.

A distribution with unknown mean x has
variance equal to 1.5. Use central limit
theorem, to find how large a sample should
be taken from the distribution in order that
the probability will be at least 0.95 that the
sample mean will be with in 0.5 of the
population mean.

—(7eyh) >
e - ®y20 then find
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Suppose X(2) is a wide sense stationary
with mean 4##0 and that Y() is
defined by Y()=X(+0)—-X(), r>0 is
a constant , then show that

1. mean of ¥(¢) is zero for all values of 7.

2. the variance of Y(r) is given by
0, = 2Ry ()~ R, (7)]

Prove that random telegraph process is
stationary in.the wide sense.

Or

Consider a random process X (¢) defined by
X =Ucosw t+Vsinw t, —w<t<w,
where o is a constant and U and V are
random variables
i) Show that the condition
E(U)=E(¥)=0 is necessary for
X (1) to be stationary.

(i) . Show that X(r) is wide sense
stationary if and only if
E(UV)=0, EU?) = E?) = .

Let N(t) be a Poisson process with rate 4 .
For s <1, show that

PING) = k| Nty = n] = (:J[T‘) k (] - 7\]
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Given cross —power spectrum defined as

a+ﬁ,—W<m<W .
Syl@)= w Jfind the

0, elsewhere

cross correlation function.

Given that the process X(f) has the
autocorrelation R, (7)= Ae™" cos(w,T),
A>0, @ >0 and w,are real constants, find
the power spectrum of X{(7).

Or

Consider a discrete time process defined
by X(n) = S, @; Cos(w;t + 8;), where a,
and o, are real constants and g, are

independent uniform random variables
over (=x, 7y . Find the autocorrelation

. function X(n).

i Sy(w) is the cross power spectral
density of two random process X (f) and
Y(t); then the following properties hold:

1 Sy (@)=Sy(-»)
2. Sy (-0) =Sy (@)

3. If X(f) and Y(!) are orthogonal then
Sy (w)=0.
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Let X(w) be the Fourier transform of

random process X (/). If }((0) is a white
noise with zero mean and autocorrelation
function g¢(w,)é(w, —w,) then show that
X(r) is wide sense stationary with power

spectral density Mz .

27

Let Y(¢) be the output of an linear time

invariant system with impulse response
h(r) when a wide sense stationary random

process X(f) is applied as output then
show that

1. S, (@)= H(®)S, (w)
2. 5, (@) = H' (@)S, (@)
Or

Consider an RC low pass filter circuit has a

cutoff frequency mbzé and transfer

function H(w) = I_ . If a white noise of

1+ -~
a,

N, .
spectral density AZ‘O is applied to the low
pass filter, find the input/output
autocorrelation functions and the
output spectral density functions.
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{X(1)} is a wide sense stationary process,

2
sin
then prove that S,, (@)= -—#Sﬂ (@) .
o

Hence find the relation between R, (r) and
R (7).




