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B.E./B.Tech. DEGREE EXAMINATION, APRIL/MAY 2011.
Sixth Semester
Computer Science And Engineering
CS 1004 -~ DATA WAREHOUSING AND MINING
(Common to Seventh Semester Information Technology)
(Regulation 2004) '

Time : Three hours . ) Maximum : 100 marks
Answer ALL questions.

PART A — (10 x 2 = 20 marks)
1. Define the term data warehouse.
2. Mention the role of meta-data in a data warehouse.
3. Why should the data pre-processing task be carried out?
4.  What is the significance of task-relevant data?
5. Give two examples for multi-level association rules.

6.  Define
{a) Maximal Frequent itemset

(b} Border set.
7. Compare clustering and classification.
8. What is outlier analysis?
9. List out various commercial data mining tools.

10. What is web usage mining?
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PART B — (5 x 16 = 80 marks)

(1)  Write the difference between OLTP and OLAP. (6)
(ii) Discuss the methods for efficient computation of data cubes. 10)
Or

Suppose. that a data warehouse consists of four dimensions date,
spectator, location and game, and the two measures count and charge,
where charge is the fare that a spectator pays when watching game on a
given date. Spectators may be students, adults, or seniors with each
category having its own charge rate. (16)

(i) Draw a star schema diagram for the data warehouse.

(ii) Starting with the base cuboid [date, spectator, location, game],
What specific OLAP operations should one perform in order to list
the total charge paid by student spectators at Game _ Chennai in
2000.

(iii) Bitmap indexing is useful in data warehousing. Taking this cube as
an example, briefly discuss advantages and problems of using a
bitmap index structure.

(i)  Discuss issues to consider during data integration. (6)

(ii) Why is analytical characterization needed? How can it be
performed? (10)

Or

(i)  Explain various methods of data cleaning in detail. (8)

(ii) Give an account on Data Mmmg Query Language (DMQL), with an
example of your own. 8)

Write the Apriori algorithm for finding frequent item set and explain
using an example. (16)

Or

Write and explain the algorithm for mining frequent itemsets without
candidate generation. (16)

Write K-means and K-medoids algorithms and explain with examples.

(16)
Or
(i) Explain the ID3 algorithm for constructing a decision tree from
training samples. (12)
(ii) With an example, explain the use of tree pruning. )
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What is spatial database? Explain the methods of mining spatial
databases. (16)

Or

What is multimedia database? Explain the methods of mining
multimedia database. (16)
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