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FIRST SEMESTER
APPLIED ELEC'I;\I{ONICS
AP 911 — ADVANCED DIG/T’TAL SIGNAL PROCESSING

(Common to Communication Systemis, Computer and
Communication)

(REGULATIONS 2009)

Time : Three hours : Maximum : 100 marks

Answer ALL questions.
PART A — (10 x 2= 20 marks)

Define Bias and consistency.
Determine whethey the given autocorrelation matrix is
. - . 1 1+
valid or not. If it is'not explain R, = L - j] .
=J

Find the mean and variance of the periodogram of white
noise, whose power spectral density is unity.

Compare the performance measures for the
nonparametric methods of spectrum estimation.

Differentiate estimation and prediction.
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Write the kalman gain equation.
Compare LMS and RLS algorithm.

Draw the structure of a noise cancellation using &

filter.
Define decimation and interpolation.

What is the need for multirate signal processing?

PART B — (5 x 16'= 80 marks)

(@) A linear shift invariant system is g
1

1-227

1

and it is excited by ze

exponentially . correlated noise x(1) ¥
‘ Ikl
autocorrelation sequence (k) = (Ej Lef

theJoutput process, y(n) = x(n) * hn).

® " Find the power spectrum P, (2} of y(n

(i) Find the autocorrelation sequence
().

(i) Find the cross-correlation, r,,(k),
x(n) and y(n).

(iv) Find the cross-power spectral density,

(4
Or
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13.

(b)

@

®

(a)

(b)

The input to a linear shift invariant filter with uni
1 1

sample response A(n) = 6(n) + E(S(n -+ n &(n -2

is a zero mean wide sense stationary process witl

el
autocorrelation r, (k) = (é)

(1)) What is the variance of the output process?
(i) Find the autocorrelation of the output process

7, (k), for all k. (B+8=16
Explain the Bartlett method and Welch method «
spectrum estimatiﬂn. (1€

: Or

Find the 3 order all pole model for the sign:
having autpcorrelation value r,(0)=1, r,(1)=0.5

r(2) = 0.5; r,(3) =025 wusing Levinson Durbi
algorithm. (1€

Let d(n) be a AR(1) process with autocorrelatio
sequence, 1,(K)= (a)‘k‘ where O<a<1, an
suppose ‘din) is observed in the presence ¢
uncorrelated white noise, 1(n), that has a varianc
of o. Design a 1 order linear filter to reduce th
noise. x(n) = d(n)+ v(n). Also find the mean squar
in the estimate. (1€
Or

(i) What is the objective of kalman filter?

(i) Mention the application of kalman filter.

(iii) Examine the estimation problem

nonstationary process with discrete kalma
filter. (2+2+12

3 L o015




[image: image4.png]14. @ ©® Derive the wiener-Hopf equations and t

minimum mean-square
Wiener filter.

iy Also write a detailed

error for the F

account on T

cancellation application of Wiener filter.

Or .

® O What is the practical limitation with steel

descent adaptive filtet?

(ii) Discuss about’ the convergence of 1
algorithm ‘with necessary derivations

equations and diagrams.

15. (a) With necessary équations and diagrams, dis
about the i_nterpolaﬁ(m and decimation in mult

signal processing.
. or .
(b) 'Design-a two-stage decimator for the follc
\spé(:iﬁcafions
D =100
Passband: 0<F<50
Transistion band: 50 < F <55
Input sampling rate: 10,000 Hz.

Ripple:

5, =107,5; =1

C




