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\“;V M.E/M.Tech. DEGREE EXAMINATIONS,

Za NOVEMBER/DECEMBER 2010.
FIRST SEMESTER
APPLIED EEECTRONICS
AN 1601 — ADVANCED D’IGITA‘I< SIGNAL PROCESSING
(Common: to Communica;iun Systems)
(REGULATIONS 2007)
Time : Three hours - . Maximum : 100 marks
Answer ALL questions.
PART A — (10 x 2 = 20 marks)
1. Define Wiener — Khintghine Relation.
2. Define Parseval's theorem.
3.  When an estimator is unbiased?
4, Obtain periodogram of sinusoid in noise.
5. Write the mean square error criterion.

6.  Write any two properties of prediction error filter.

7. Write about adaptive noise cancellation.
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Write the condition for convergence of the coefficier
vector in LMS algorithm.

Prove interpolation or decimation is a time variant.

Write some applications of multirate signal processing.
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PART B — (5 x 16 < 80 marks)

(i) When the estimat(;t is said be bias ar
consistency? . (

(ii) Explain the ergodic and nonergodic rando
process. [{

(iii) Obtaif period({g\ram in case WSS process.  (
i Ox

Explnm the power spectral density and spectr
fav\tronzatxon concept in detail.

Explam about Blackman — Tukey method.

Or
Explain about Yule Walker equation.
Explain about Levinson — Durbin algorithm.
Or

Obtain the equation for discrete Kalman filter.
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Explain about Widrow - Hoff LMS adaptive
algorithm.

Or

How adaptive channel equalization and adaptive
echo cancellation is achieved?
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Explain the proceds of decimation by an
integer factor D in time domain and frequency
domain. i ®)

Explain polyphase structure. ®)
Lo o

Explain about subband coding in detail.  (8)

Define discrete wavelet transform and explain.
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