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B.E./B.Tech. DEGREE EXAMINATIONS,
NOVEMBER/DECEMBER 2010.
FIFTH SEMESTER
INFORMATION TECHNOLOGY
IT52 — INFORMATiQN THEGRY AND CODING
(REG\L\TLATIONS 2008)
Time : Three hours \\~ Masimum : 100 marks
Ansv\;ef ALL questions.
. PART A — (10 x 2 = 20 marks)
1. Define entropy. B
2. State K;t'aft McMillan inequality.
3. What is the use of channel vocoder?
4. Mention some of the Masking techniques used in audio
signals.
5. What do you mean by motion compensation?
6.  Compare JPEG and MPEG Standards.
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With some example, calculate hamming dista
hamming weight for any two codes.

What do you mean by repetition codes?

What is the use of turbo codes in communication 8

What do you mean by sequentidl search method?

PART B — (5'x 16'= 80 marks)

¢

(a) The five source s;?mbols of the alphabet of a

(®)

memoryless’source and their probabilities ar
Apply Hufgman coding algorithm to fi
efficiency hnd redundancy. ' Compare w
Huffman code I and II variances. The
probabilities are 0.4,0.2,0.2,0.1 and 0.1.

Or

i) A source emits 5 symbols once
microseconds., The symbol probabilit
1/16,1/16,1/8,1/4,1/2. Find the average
informationrate.

(i) Con;idef a discrete memoryless sour
source alphabet s=[su,s,,52]and the
statistics p=[0.7,0.15,0.15]. Caleula
entropy of second order extension of the

(i) Which are all the codes given below are
codes for the probabilities {0.5, 0.25,
0.125} codes are 1,010,001.

(iv) State Shannon’s First theorem.
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(a)

®

b)

(@)

(b)

(a)

Explain briefly about MPEG Audio layers I, IT and IIL.
(16}

Or

Explain briefly about Linear predictive coding. (16)

Explain briefly about Image and video formats. 16y

Or

V.
Describe brieﬂy about Video compression
techniques. ) 16)

With some exa;hple, for any generated matrix for a
(6,3) block code, find all the codé vectors. (16)

i *Ql’k
Construet (7,4) cyclic ha}nming encoder for the

. polynomials
"g(D)=1+D+D*1+D1+D+D*1+D° and find

the cheword.;. 16)

/

A Convolutional code is described by g1l 0 0),
2010 1)and gs(111).

() Draw the encoder corresponding to this code.
3)

Gi) Draw the state transition diagram for this
code. 3

]
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(iii) Draw the trellis diagram for this code.

(iv) Find the transfer function and free dista
the code.

(v) Construct viterbi algorithm for the re
sequence.

Or

Consider a convolutional’ code with rate 1/
over a binary symfnetric channel with trs
probability 04. Calculate the possible va
branch metric. Assume that the code wor
transmitted.




