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Question Paper Code : 31351

o B.E/B.Tech. DEGREE EXAMINATION, NOVEMBER/DECEMBER 2010.
Fourth Semester
Information Technology
IT 1251 — INFORMATION CODING TECHNIQUES
(Regulation 2004)
Time : Three hours Maximum : 100 marks
Answer ALL qubstions.

10.

PART A — (10 x 2 = 20 marks)
State source coding theorem.
Calculate entropy H(X) for a discrete memoryless source X, which emits
4 symbols x,,x,,x;,x, with corresponding probabilities p(x,)=0.2, p(x,)=0.1,
plx;)=0.4, p(x,)=0.3.
‘Why is subband coding preferred over speech coding?

Differentiate vocoder from waveform coder.

Show that ¢={000,001,101}is not a linear code.

What is milﬁmum distance and minimum weight of a code?

Give the expected codeword length of Huffman code and Shannon-Fano-Elias
code.

Why graphic interchange format is used extensively in the internet?
What is Dolby AC-1?

Mention two basic properties of linear prediction.
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PART B — (5 x 16 = 80 marks)} N

@) Consider a discrete memoryless source with seven possible symbols
%,i=123,-Tand the corresponding  probabilities plx,)=0.37,
plx,)=0.38, plx;)=0.16, plx,)=0.07, plxg)=0.04," plxe)=0.02,
plx,)=0.02, plx;)=0.01. Generate the Huffman code with

minimum code variance. Determine the code variance and code
efficiency. T (2)

(i) Consider an additive White Gaussian noise channel with 4-kHz
bandwidth and noise power spectral density n12=107% wiHz. The

signal power required at the receiver is.0.1 mw. Calculate the
capacity of this channel. @

Or

@ Find capacity of a binary (symmetric)channel in bite/s, when
probability of error is 0.1 and the symbol rate is. 1000 symbols/s. (8)

@) Consider that two sources S1 and S2 emits messages x,,%s,%; and
¥1, Y3, ¥ With joint probability P(X,Y) as shown in the matrix form.
PXY)=

Y Y; Y,
X, 8/40 1/40 140
X, . 1/20 320 120
X5 18 18 a8
Calculate the entropies HX), H(Y), HUY), H(Y/X) and HXY). [¢)]

Explain Delta Modulation (DM) system with block diagrams? What is
slope overload error? State condition to avoid slope overload errors? How
granular noise and slope overload error are minimized in ADM systems?
(16)

Or

With a neat block diagram explain Pulse Code Modulation (PCM). Also
explain how a PCM system to digitize a speech signal .What are A-law
and x#-law? ey

The generator matrix for a (6,3) block code is given below. Find all the
code word of this Code

01110
G= 10101
00011
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Consider the (7,4) Hamming code defined by the generat;)r
polynomial g(x)=1+x+x>. The codeword 1000101 is sent over a noisy

channel producing the received word 0000101 that has a single error.
Determine the syndrome polynomial s(x) for this received word. Find its
corresponding message vector m and express m in polynomial m(x).

@ With a suitable block diagram explain JPEG encoder and JPEG
decoder in detail. K ¢

(i) Explain the principle of arithmetic coding. @
Or

@i  Why are lossy compression techniques used for speech, audio and
video. Explain. ()

(i) Explain static Huffman coding and dynamic Huffman coding in
detail. 10)

Discuss the following audio coders :
(i) MPEG audio coder. (8)
@) Dolby audio coder. ®

Or
(). With a block schematic diagram explain LPC coder and decoder.(10)
(i) Compare H.261 and MPEG-1 standard. 6




