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B.E./B.Tech. DEGREE EXAMINATIONS,
NOVEMBER/DECEMBER 2010.

FIFTH SEMESTER
ELECTRONICS AND COMMUNICATION ENGINEERING
EC 1301 — COMMUNICATION THEORY
(REGULATIONS 2007)

Time : Three hours | . Maximum : 100 marks
AI;SW?I‘ ALL questions. -
PART A‘—— (10 x 2 = 20 marks)
1.  List the yl,na;ior limitations of Amplitude modulation.
2. What are VSB signals? List its application.
3. State Carson’s rule.
4. Mention the non linear effects in FM systems.

5.  State Campbell's theorem.

6. Sketch the power spectral density and autocorrelation of
the white noise.

7.  Compare the noise performance of AM and FM receivers.
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What is meant by capture effect of a frequency meodulation
system?

Define channel capacity of a discrete memoryless channel.

Define rate distortion theory and its applications.
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PART B — (5 x 16 = 80 marks)

Explain the geﬁeraticn and demodulation of

DSB-SC signals with neat sketch. (16)
Or
(i) Discuss Frequency Division Multiplexing with

i)

neat block diagram. (8)

Explain' superheterodyne receiver with neat
sketch. . ®)

Discuss ‘narrowband and wideband frequency

modulation with neat block diagram. (16)
Or
(i) Explain how the phase-locked loop is used for

(i)

the demodulation of frequency modulated
signal. 8)

Explain the generation of FM signal using
direct FM. (8)
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Describe the representation of Narrowband noise
interms of envelop and phase components. (16)

Or

With neat sketch explain the noise performance of
SSB receiver and compare it with the performance of

DSB-SC receiver. 16)

Discuss FM threshold effect and FM threshold

reduction. (16)
Or

(i)  Explain Pre- emphasm and De-Emphasis in FM

with neat sketch. > 8)

(i) Obtain figure of merit for single tone

modulation. 8)

@ Explain source coding theorem with neat

sketch. 8
iy Discuss the properties of mutual information.
®)

Or
(i) Explain channel coding theorem with neat
sketch. ®)

({i) Consider a discrete memoryless source with
alphabet {80,8,.8,} and statistics
{0.7, 0.15, 0.15} for its output. Apply the
Huffman algorithm to this source. Hence, show
that the average code-word length of the
Huffman code equals 1.3 bits/symbol. )]





