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FOURTH SEMESTER
ELECTRONICS AND COMMUNICATION ENGINEERING
MA 45 — PROBABILITY AND MmOM PROCESSES
(REGULATIONS 2008)
(Common to Bio-Medical Engineering)
Time : Three hours Maximum : 100 marks
(Stagistical tables to be permitted)

Answer ALL questions.
PART A~ (10 x 2 = 20 marks)

1. If random variable X assumes three values -101 with
probabilities %%é respectively, then find the
probability distribution of ¥ =3X +1.

2. Let X be a random variable with moment generating
function M‘(t):ﬁze;—;lf. Then find its mean and

variance.
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If X and Y are the two independent RV’s, then prove
that E(XY)=E[X]E[Y].

Prove that the correlation coefficient is the geometric

mean of its regression coefficients.
Define Binomial Process.
In the fair coin experiment, we define the process Xy

sin 7 t; if headshows . 1
foll X(t)= .Find E\ X| —1|.
as follows X() {2:;  iftailshows [ [4]]

Prove that R,,(0)= Ex2(0)].
State Wiener—h'hintchine relation.

Define linear time invariant system.

If the system function of a convolution type of linear

L 1 forlf<c
system is given by nt)={2¢ , then find the
0; forlfj>¢

relationship between power spectrum of the input and

output processes.
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PART B — (5 x 16 = 80 marks)

If the RV K is uniformly distributed over
(1,7), then what is the probability that the

roots of the equation x* +2kx+(2k+3)=0 are
(1) Real
(2) Equal [C)]

Consider the expériment of tossing a coin 4
times. Define X =0, if 0 or 1 head appears;
X =1, if 2 heads appear; X =2 if 3 or 4 heads
appear. Find the probability mass function and
moment generating function of X. Also find
the mean and variance of X ®

Or-

A car hire firm has 2 cars which it hires out
day by day. The number of demands for a car
on each day follows a Poisson distribution with
mean 1.5. Calculate the proportion of days on
whicly

(1) - Neither car is used
(2) Some demand is refused. (8)

ARV X has a normal distribution with SD 10.
If the probability that the RV will take on a
value less than 82.5 is 0.8212. What is the
probability that it will take on a value greater
than 58.3? (8)
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Suppose that 21 slips numbered from 1 to 21
are in an urn from where we draw a slip at
random. Let

_ |1 if theslip bearsa number divisble by 2
10 otherwise

_ 1 if the slip bearsa numberdivisble by 3
10 otherwise

Find the joint distribution and the marginal
distributions. .~ ®)

Let X =X, denote the mean of a random
sample of size 25 from the distribution whose

; 3
pdf is flx)= %, 0<x<2. Then using CLT,
find P(L.5< X <1.85). ®

Or

If X gnd Y are two RV’s with variance o,
and &, respectively. Find the value of K if

Tx

U=X+KY and V=X+2*Y are

a,\

uncorrelated. 8

If X and Y are independent random variables
each normally distributed with mean zero and
variance o2, then find the density functions of

R=yx*+y* and ¢:tan"%. (8)
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Suppose that X(t) is a process with mean
#t)=3 and autocorrelation
Rlt),1,)=9+4e™%_ Determine the mean,

variance and the covariance of the random
variables Z = X(5) and W = X{8). )

If {N(t)} is a Poisson process, then prove that
the autocorrelation -coefficient between N(f)

N b
d Nt B 8
an ( +s) is )/: 8)
Or
Let *  Ut)=Xcost+Ysint and

V()=Yeost+ Xsint, where X and ¥ are
independent RV's such that E(X)=E(Y)=0
and E(X*)=BE(y*)=1. Then prove that {U(1)
and {V(t)} are individually stationary in the

witde sense, but they are jointly wide sense
stationary process. 12)

Explain Markov process with an example. (4}

Show that the spectra of the time function
3
4o 10)

(a2 +w7)2 ’

Prove that the spectral density function of a
real random process is an even function. (6)

e+ ]l is equal to

Or




[image: image6.png]Given the random process Z(t)= X (t)+Y(¢),
where X(f) and Y(t) are uncorrelated random
processes. Find S, () and S..(e). @)

Find the average power of the random process
{x ()} if its power spectral density is given by
100 +35.

o) G +9) @

1f input to 2 time -invariant stable linear
system i8-a WSS process, then prove that
output will also be a WSS process. @)
A WSS random process X(@) with

autocorrelation function R (r)= ¢, where
a is a real positive constant, is applied to the
input of an lineat time invariant system with
impulse response hit) = eult), where bisa
yeal positive constant. Find the auto
correlation of the output ¥(t) of the system.
12

Or
Consider a white Gaussian noise of zero mean
. N .
and power spectral density —él applied to 2

low pass filter whose transfer function is

H(f)= (1_+72177RT) Find the auto correlation

function of the output yandom process. (10)

.
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