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Question Paper Code : 42140

B.E/B.Tech. DEGREE EXAMINATION, NOVEMBER/DECEMBER 2010.
Seventh Semester.
Mechatronics Engineering
C8 1351 — ARTIFICIAL INTELLIGENCE

(Common to Sixth Semester Computer Science and Engineering)

(Regulation 2004)
(Common to B.E. (Part-Time) Fifth Semester Computer Science and Engineering
Regulation 2005)
Time : Three hours Maximum : 100 marks
Answer ALL questions.

PART A — (10 x 2 = 20 marks)
1.  Define a rational agent.

2. Evaluate the performance of the problem solving method based on depth first
gearch algorithm.

3. When a heuristic function h is said to be admissible? Give an admissible
heuristic function for traveling salesman problem.

4. How can minimax algorithm be extended for game of chance?

5. What is the ontological commitment (what exists in the world) of first order
logic? Represent the sentence “Brothers are siblings” in first order logic.

6. Differentiate general purpose ontology from special purpose ontology.

7. Give the major issues that affect the design of a learning element.

8.  What is reinforcement for an agent?

9. List the steps involved in the process of communication.

10. Define semantic interpretation.
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PART B — (5 x 16 = 80 marks)

@ How a problem is formally defined? List down the components of it.
: @

(i) Formulate the 8-puzzle problem using standard formulation and
8-queens problem using incremental and complete state
formulation. . 12)

Or

Give the breadth-first search, depth-first search, depth-limited search
(limit = 2) and Iterative deepening search and list the name of the nodes
in order by the algorithms for the search of node C in the search space
shown in Fig . Q. 11(b).

Fig . Q. 11(b).

@) How constraint satisfaction problems are defined? Represent map
coloring problem as a CSP (Use red, green and blue to color the
map). . 6)

@) Explain the alpha-beta pruning algorithm with an example. (10)
Or

Describe hill climbing, random restart hill climbing and simulated
annesling algorithms and compare their merits and demerits. < (16)

@) Describe forward chaining and backward chaining algorithms.  (8)

(i) Apply both the algorithm to prove that Colonel West. is a criminal,
given “the law says that it is a crime for an American to sell
weapons to hostile nations. The country nano, an enemy of America,
has some missiles and all of its missiles were sold to it by colonel
west, who is American”. . (8)

Or
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What is conjunctive normal form of a rule? Define skolemization. (4

Represent the following sentences in FOL and prove that Johi
killed the cat using Resolution. (12

(1) Everyone who loves all animals is loved by someone
(2) Anyone who kills an animal is loved by no one.

(3) Jack loves all animals

(4). Either Jack or John killed the cat named Tuna:

What is explanation based learning? Describe the steps involved |
it.
What is meant by inductive logic programming? How does top-dov
inductive learning methods and inductive learning with inver
deduction work? Explain.

Or

How is learning done with hidden variables? Explain unsupervis
clusteting with hidden variables w

Distinguish between foed-forward and recurrent neural netwe
structures.

How does a group of agents communicate to explore
environment?

What are the component steps of communication? Discuss. {

Or

Define parsing. Formulate top down parsing and bottom up parsing &
search problem. Give examples appropriately.




