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M.E./M.Tech. DEGREE EXAMINATIONS,
NOVEMBER/DECEMBER 2010.

THIRD SEMESTER
COMPUTER SCIENCE ENGINEERING
CS 964 — DATA WARBHOUSING AND DATA MINING
(Commeon to Information Technology)
(REGULATIONS 2009) -

Time : Three hours ) Maximum : 100 marks

Answer ALL questions.
PART A — (10 x 2 = 20 marks)

1. Give the significance of ‘Knowledge Base’ component in a
data mining system.

2. List out the characteristics of Data Warehouse.
3. Define concept hierarchy.

4. Name the methods of Normalization and give the formula
for Decimal Scaling method.

5. Compare classification and prediction.




[image: image2.png]6. Classify the attributes ‘age in years’ and ‘time in AM o
PM’ as binary, discrete, or continuous. Also classify then
as qualitative (nominal or ordinal) or quantitativ
(interval or ratio).

7.  Distinguish  between Supervised Learning  an
Unsupervised Learning.

8.  Compare the advantages and disadvantages of differer
clustering teckniques. :

9. Give the general syntax for creating a DMM object fi
association mining.

10. What is inverted Index in text indexing techniques?

PART B — (6 x 16.= 80 marks)

11. (a) Explain the various OLAP operations with
example for each operation. Q

Or

() @ Design a data warehousing architecture
examine the university course database whi
contains the following information: the nar
address, and status (e.g.. undergraduate
graduate) of each student, the courses tak
and the cumulative grade point aversz
(CGPA).

Gi) Sketch the various Data Warehouse Schen
for the above problem.
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[image: image3.png](i) Explain the stepwise forward selection and
stepwise backward elimination for attribute
subset selection. (8)

(i) Suppose that the data for analysis includes the
attribute age. The age values for the data
tuples are (in increasing older) 13, 15, 16, 16,
19, 20, 20, 21, 22, 22, 25, 25, 25, 25, 30, 33, 33,
35, 35, 35, 35, 36, 40, 45, 46, 52, 70.

(1) Use smoothing by bin boundary to
smooth the data, using a bin depth of 3.

(2) Use z-score normalization to transform
the value 45 for age, where the S.D. of

age is 12.94 years. [€)]

Or
Describe the Apriori algorithm for finding frequent
itemsets with an example. (16)

The following table consists of training data from an
employee database. The data have been generalized.
For a givén row entry, count represents the number
of dats “tuples having the values for department,
status, age and salary given in that row.
Department status age salary  count

sales senior 31-35 46K-50K 30
sales junior 26-30 26K-30K 40
sales junior 31-35 31K-35K 40
systems junior 21-25 48K-50K 20
systems senior 31-35 66K-70K 5
systems junior 26-30 46K-50K 3
systems senior 41-45 66K-70K 3

marketing  senior 36-40 46K-50K 10
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Department status age salary count
marketing  junior 31-35 41K-45K 4
secretary genior 46-50 36K-40K 4
secretary junior 26-30 26K-30K 6
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Use the induction algorithm to construct a decision
tree from the given data. 16)
Or

Describe the neural network topology and explain
the back propagation algorithm to classify the giver
data. L (18

Define outlier analysis. Describe in detail about th

methods used for outlier mining. (16
Or

Name the différent Clustering methods. Explain th

hierarchical clustering techniques. (1€

Describe.the following :

(i) \Keyword-based text mining approach. (

Gi) HITS.((Hyperlink-Induced Topic Search). (¢
Or

Outline -the major research challenges of dal

mining in multimedia application domain. 1
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