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Reg. No.:

Question Paper Code : 13718

B.E./B.Tech. DEGREE EXAMINATION, NOVEMBER/DECEMBER 2010.
Fourth Semester
Computer Science and Engineering
MA 040 — PROBABILITY AND QUEUING THEORY
(Regulation 2001)

Time : Three hours Maximum : 100 marks
Answer ALL questions.
PART A — (10 x 2 = 20 marks)

1. In a community, 32% of the population are male smokers; 27% are female
smokers. What percentage of the population of this community smoke?

2. The cumulative distribution function of a random variable is given by

0, x<1
F(x)={e(x ~1)',1 <x < 3. Find the value of ¢ and probability density function.
1, x>3

3. The joint probability density function of the random variables is given by
f(x,y):l&xye"(z’“m,x >0,y >0. Find marginal density function of X .

4. The joint probability density function of the random variables X and Y are

-3le+y)
given by £ (x,y)= ke ’xzo'y?o.l“indthevalueofk.
0, otherwise

5. Define wide sense stationary process.
6. Find the mean of the Poisson process.
7.  Define irreducible Markov chain.

8.  Define ergodic state.
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What is the probability that a customer has to wait more than 15 minutes to
get his service (M/M/1):(s= /FIFO) queue system if A =6 per hour and u =10

per hour?

Define the effective arrival rate for M| M| 1/N FCFS queueing system.
PART B - (5 x 16 = 80 marks)

(a) (1) State and prove memoryless property of Exponential distribution.(8)

(ii) The time required to repair a machine is exponentially distributed
with parameter 4=1/2

(1) What is the probability that the repair time exceeds 2 hours?
(2) What is the conditional probability that repairs time at least
10 hours given that its duration exceeds 9 hours? [€)]
Or

(b) (i) Three machines A, B and C produce identical items of their
respective output 5%, 4% and 3% of the items are faulty. On a
certain day A has produced 25%, B has produced 30% and C has
produced 45% of the total output. An item selected at random is
found to be faulty. What is the chance that it was produced by C?(8)

(ii) If a random variable X has the probability density function

flx )=%e'|"‘,—ea<x< oo, Find the M.G.F of X and hence obtain

its mean. (8)

(a) (i) Two continuous random variable X and Y have the joint pdf

6(l-x-y)x>0,y>0, 0<x+y<l
flzy)= .
0, otherwise

Find the marginal distribution and conditional distribution of X
and Y . Hence examine if X and Y are independent. 8

(i) IfX and Y are two continuous random variables with joint density

function,
fle,y)= 4xy,0<x <1,0<y <? . Find the joint probability
0, otherwise
distribution of V =X? and W = XY . )
Or
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Let X and Y be two independent uniformly distributed random
variables over the intervals (0, 1) and (0, 2) respectively.
Find f (x/y). {8)

Let X and Y be positive independent random variable with the
identical probability density function f(x)=e™,x> 0. Find the joint
probability density function of U =X +Y andV :%. Are Xand Y
independent? 8)
Verify the sine wave process defined by X (t)=Y cosat, where Y is
uniformly distributed over (0,1) is strict sense stationary. 8)

Prove the interval between two successive occurrences of Poisson
process with a parameter A as an exponential distribution with

1
= 8
mean 7 (8)

Or

Given that the Auto correlation function for a stationary ergodic
4

Tt Find the
T

process with no periodic component is R (r)= 25+ I
mean and variance of the process X {¢). [€:))

If {N, ¢)} and {N, (¢)} are two independent Poisson process with
parameters A and Ay respectively. Show  that

PIN, €)=k ¥, @)+ N, (t):n}]:(sz‘ &, where p:ﬂfj% and

. 8
ik )

g

A raining process is considered as a two state Markov chain. If it
raing, it is considered to be in state 0 and if it does not rain, the
chain is state 1. The transition probability of the Markov chain is
06 04

defined as P=
02 0.8

:I. Find the probability that it will rain for

three days from today assuming that it is today. Find also the
unconditional probability that it will rain after three days. Assume
the actual probabilities of state 0 and state 1 as 0.4 and 0.6
respectively. (8)
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(i) Consider the system, shown in the following figure, in which fou
different electronic devices must work in series to produce a give
response. The reliability, R, of the various components is shown o
the figure. Find the reliability of the system. (£

Or

(i) A series system is composed of 10 independent components. If t
desired value of system reliability is 0.99, how good must t
components be from the reliability point of view 1

(i) The life length of a device is exponentially distributed. It is fou
that the reliability of the device for 100 hour period of operation
0.90. How many hours of operation is necessary to get a reliabil
of 0.95?

Patients arrive at the government hospital for emergency service at r:
of one every hour. Currently, only one emergency case can be handled
a time. Patients spend on average of 20 min receiving emergency ce
The doctor wishes to have enough seats in the waiting room so that
more than about 1% of arriving patients will have to stand. Find

(i) The probability that a patient arriving at the hospital will have
wait.

(ii) The average length of the queve in the system
(iii) Average time a patient spends in the system
(iv) Average time a patient spends in the queue

(v) Probability that there will be five or more patients waiting
service

(vi) The fraction of the time that there are no patients.

Or

(b) Obtain the steady-state system size probabilities for an M/}

queueing system and average measures L, L, W, W,

_





