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Time : Three hours Maximum : 100 marks

Answer ALL questions.

PART A — (10 x 2 = 20 marks)
1. List out the activities involved in language processing.
2. What is the restriction of using EQU and ORG assembler directive?
3.  State the need of the distributed systems.
4.  Define context switch.
5.  What is a thread and how does it differ from a process?
6.  Define binary semaphore.
7. What are the algorithms used for deadiock-prevention?
8.  Differentiate between internal and external fragmentation.
9. What is pure demand paging?
10. List the attributes of a file.

PART B — (5 x 16 = 80 marks)
11. (a) Expiain the design of a macro preprocessor.

Or

(b) Explain the data structures and algorithms associated with a two pass
assembler. '
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(i) Discuss about process states with neat state diagram. (8
(ii) Explain the differences among short-term, medium-term, and
long-term scheduling. ‘ (8)

Or

Ilustrate about different IPC models in detail.

Consider the following set of processes, with the length of the CPU-burst

- time given in milliseconds.

Process Burst Time Priority
P 10 3
P2 1 1
Ps 2 3
Py 1 4
Ps 5 2

The processes are assumed to have arrived in the order P1, Py, Ps, P4, Ps
all at time O.

(i) Draw four Gantt charts illustrating the execution of these processes
using FCFS, SJF, a nonpreemptive priority (a smaller number
implies a high priority), and RR (quantum = 1) scheduling

4%x2=8)

(i) What is the turnaround time of each process for each of the
scheduling algorithms in part (i)? 3)

(iii) What is the waiting time of each prdcéss for each of the scheduling
algorithms in part (1)? (3)
Which of the schedules in part (1) results in the minimal average
waiting time (over all processes)? (2)

Or

Explain about monitors and give a monitor solution to the dining-
philosopher problem.

Consider the following énapshot of a system :

Allocation Max Available
ABCD ABCD ABCD
Po 0012 0012 1520
| 3 10060 1750
P2 1354 2356
Ps 0632 065 2
P4 0014 0656
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Answer the following questions using the banker’s algorithm:

@)
(ii)

(i)

@)

(ii)

6y

(i)

@)

(ii)

What is the content of matrix Need? (6)

Is the system in a safe state? (5)

If a request from process P1 arrives for (0, 4, 2, 0) can the request be

granted immediately? 5)
Or

Given memory partitions of 100K, 500K, 200K, 300K and 600K
(in order), how would each of the first-bit, best-fit, and worst-bit
algorithms place processes of 212K, 417K, 112K, and 426k
(in order)? Which algorithm makes the most efficient use of

memory? (10)

Why are segmentation and paging sometimes combined into one
scheme? (6)

When- do page faults occur? Describe the actions taken by the
operating system when a page fault occurs. (8)

Consider the page replacement algorithm FIFO, LRU with 3, 4, 5

frames using the reference string and calculate the no. of page
faults. (8)
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Or .
Discuss on how does the system detect and eliminate the thrashing.
(8)
Describe the directory structure of file systems. (8)
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