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M.Sc. DEGREE EXAMINATIONS, NOVEMBER/DECEMBER 2009.
FOURTH SEMESTER
COMPUTER TECHNOLOGY

~XCS 242 — COMPUTER ARCHITECTURE — II

Time : Three hours Maximun;x : 100 marks

10.

(Common to Codes/Tables/Charts to be permitted, if any, may be indicated)
- Answer ALL questions.

PART A — (10 x 2 = 20 marks)

Compare RISC Vs CISC.
Give the various Instruction formats of DLX Architecture.
What are the major hurdles of Pipelining?

Suppose that 30% of the instructions are LOADs, and half the time the
instructions following a LAD instruction depends on the result of LOAD. If this
hazard creates a single-cycle delay how much faster is the ideal pipeline
machine (with a CPI of) that does not delay the pipeline than the real pipeline?
Ignore any stalls other than pipeline stalls.

What is Dynamic Scheduling?

What are the limitations in Multiple-issue processors?

List the atomic primi.tive‘sv that can be used to implément Synchronization.
What are the generic types of Interconnections?

What is Multi processor Cache Coherence?.

Differentiate Circuit switching and Packet switching.
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PART B — (5 x 16 = 80 marks)

Explain the Classification of Instruction set architecture in detail.
: (12)

State and explain the CPU performance equation. Suppose you

~ wish to run a program P with 7.5 x 10° instructions on a 5 GHz

machine with CPI of 0.8. What is the expected CPU time?
(4)

Or

Explain in detail the various addressing modes with example.
' : (10)

Registers R1 and R2 of a computer contain the decimal values 1200
and 4600. What is the effective address of the memory operand in
each of the following instructions? - (6)

(1) LOAD 20(R1),R5

(2) ADD - (R2),R5
(8) SUB(R1) +,R5

What are the types of Data Hazard? How they are handled in DLX
integer pipeline. : (8)

Assume the following instruction sequence for the MIPS integer
pipeline. : (6)

Loop: LW R1,32(R2) ( R1- Destination R2-Source)
ADD R3, R1, R2 ( R3- Destination R1,R2-Sources)
SUB R6, R1, R5 ~ (R6- Destination R1,R5-Sources)
BNEZ R6, Loop

Show the pipeline timing diagram for the above sequence.
The pipeline supports forwarding logic.

(iii) What makes pipelining hard to implement? (2)
: Or
(i) Explain how do you reduce Pipeline branch penalties. (12)
(ii) Discuss Loop Unrolling with exampie. (4)
Explain in detail the Tomasulo dynamic scheduling approach. Examine
the algorithm in detail for any code sequence. : (16)
w Or :

(i) Explain how do you reduce the branch penalties with Dynamic

- hardware prediction. (12)
(i) Discuss the Super scalar version of DLX architecture. (4)
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(i)  Give the basic structure for céntraliied-shared memory and
distributed-memory architecture. Explain how the distributed
memory organization is better than centralized memory

architecture. (8)
(i1) . Discuss in detail the snooping protocol. (8)
; Or
Explain in detail the Directory based Cache-Coherence protocol in
distributed shared memory architecture. : (16)
(1)  Explain the different ways to connect multiple computers. (8)
(ii)  Discuss the solutions to Congestion Control. : (8):
Or
Explain in detail the RISC Architecture. (16)
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