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<L§ \ ‘ M.E./M.Tech. DEGREE EXAMINATIONS, JANUARY 2010.
FIRST SEMESTER
COMMUNICATION SYSTEMS
CU 912 — MODERN DIGITAL COMMUNICATION TECHNIQUES

(REGULATIONS 2009)

Time : Three hours Maximum : 100 marks
Answer ALL questions.

PART A — (10 x 2 = 20 marks)
1. What are the advantages of constant Envelope modulation?

2. Draw the block diagram of non-coherent receiver for the detection of BFSK
signals.

3. What is OFDM? How it differ from other coding techniques.

4.  What are the draw backs in OFDM?

5.  Write the Bit error probability for BPSK.

6. Define Coding gain.

7.  What is Turbo Coding?

8.  Give any two basic difference of sequential and threshold methods.
9.  What is ISI? How it can be reduced?

10. Briefly explain the Adaptive equalization algorithm.
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PART B — (5 x 16 = 80 marks)

(i) Find the expected number of bit errors made in one day by the
following continuously operating coherent BPSK receiver. The data
rate is 5000 Dbits/s. The input digital waveforms are
s;(¢) = Acosw,(¢)and s,(t) = —Acosw,(t) where A = 1 mV and the

single-sided noise power spectral density is N, =10 W/Hz.

Assume that signal power and energy per bit are normalized
relative to al ohm resistive load. (8)

(ii) Calculate the minimum required bandwidth for a non coherently
detected orthogonal binary FSK system. The higher frequency

signaling tone is 1 MHz and the symbol duration is 1 ms. (4)
(iii) What is the minimum required bandwidth for a non coherent
MFSK system the same symbol duration? (4)
Or
(i)  Explain in detail about the M-ary PSK. (8)
(i) M-ary QAM. (8)
Describe and derive the decision rule for optimum demodulation of
signals in the presence of IS and AWGN. (16)
Or

With neat block diagram explain DSSS system with binary phase
modulation and compare the performance of DSSS with FHSS. (16)

(i)  Consider a systematic block code whose parity check equations are
Dy =my+my +my,
Py =My +mg +my
P3 =my +my + My
Dy =My +Mmg +my,
Where m; are message digits and p; are check digits.

(1) Find the generator matrix and the parity check matrix for this
code.

(2) How many errors can the code correct?
(3) Isthevector 10101010 acode word.

(4) Isthevector01011100 acode word. (8)
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(ii) A (15, 5) eyclic code has a generator polynomial as follows

gX)=1+X+X?+X°+X®+ X"

(1) Draw the diagram of an encoder for this code.

(2)

(2) Find the code polynomial (in systematic form) for the message

mX)=1+X%+X*.

(3)

3) Is V(X)=1+X*+X%+X®+X" a code polynomial in this

system? Justify your answer.
Or

With a suitable examples explain
(i) Hamming code.

(ii) Cyclic code.

Write a short notes on the following
(i) Decoding technique using maximum likelihood.

(ii) Viterbi decoding Algorithm.
Or

(3)

(8)
(8)

(8)
(8)

(i) Draw the state diagram, tree diagram and trellis diagram for the

K =3, rate 1/3 code generated by
g,(X)=X+X?
g,(X)=1+X"

g(X)=1+X+X*.

(ii) With a suitable example explain Trellis code diagram.

Explain in detail about Linear Equalizer.
Or

Explain in detail about
(i) Least Mean Square Algorithm.

(i) Recursive Least Square Algorithm.
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