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Question Paper Code : A 3806

B.E/B Tech. DEGREE EXAMINATION, APRIL/MAY 2010,

Fourth Semester

Electronics and Communication Engincering
MA 034 — RANDOM PROCESSES

(Regulation 2001)

Time : Three hours Masimur : 100 marks
Answer ALL questions.
PART A — (10 x 2= 20 marks)

1. From a well shuffled packing of 52 playing cards, one card is drawn. What is
the probability that, it is either king of heart or queen of diamond?

2. Defino Weibul distribution,

1t X, has mean 4 and variance 9, while X, has mean -2 and variance 5 and
the variables are independent. Find E(2X, + X, - 5)

4. Find the marginal pdf of X and ¥ for the joint pdf of a bivariate random

4,(“;), 0<xez0<y<2

variable (X, D given by [l ) 7 otherwise

5. Provethat () =

=

6. Define Markov process.

Define linear system

8 Find the mean square value of the process whose power density spectrum is

e
e
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Define jointly WSS process.

State Wiener-Khinchine relation.
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PART B — (5% 16.= 80 marks)

@) A bag contains 5 balls and it is not known how many of these are
white, 2 balls are drawn and are found to be white. What is the
probability that all are white? ®

(i) Find the moment generating function of Poisson distribution and
hence find the mean and variance from the moment generating
function, [}

or

A binary communication channel caries data as one of two types signals
denoted by 0 and 1. Owing to noise, a transmitted 0 is sometimes
received as a 1 and a transmitted 1 is sometimes received as a 0. For a
given channel, assume a probability of 0.94 that a transmitted 0 is
Correctly received as 4 0 and a probability of 0.91 that transmitted 1 is
received as 1. Further assume & probability of 0.45 of transmitting a 0. If
a signal is sent, find

() Probability that a 1is received,

) Probability that a 0 is received,

(i) Probability that 1 was transmitted, given that a 1 was received and

() Probability that 0 was transmitted, given that a 0 was received. (16)

It f5n) =1 L #20, 320 is the joint pdf of random variable
1910, atherwise ’ Lista

Xand Y.

Find

@ PX<D

i) PX>Y)
(i) P(X+Y 5 1). Also verify whether X and ¥ are independent, (16}

or
) 20 dice are thrown. Tind the approximate probability that the sum
obtained is between 55 and 65 using central limit theorem.(8)

() Let (X, Y) be joinely distribution with probability density function

T o<x<y<o ;
Find EIY /X = 2] and BLXY =], @
0 elsewhere = ! i i
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G For w random process X(0 = Ysiner, ¥ is uniformly distributed

over (-1

). Check whether process s wide sense stationary or not.

®
(i) Prave Poisson process is  Markov process ®
or
Derive the first arder prabability law for a Poisson Process and check
wherher it i wide semse tationiey or not? a6
O T KO i 8 wide s  stalionary  process
ad i YO=Xura)-Xe-w,  prove  that
Ry = 2Ry 1)~ R 5+ 20) = Ry (5 - 20) ®
) Batablish the property [Ayg(rts (Frg @Ry (@) for the jointly
stationary process X() and Yol Verify this property for the
processen. X(0 = Seos(ot +0), where 0 s o random variable
uniformy distributed in (0,27). ®
o

() Consider & computer system with Poisson job arrival stream at an
average race of 60 per br. Find the peobability that the lioe
between successive job arrivals is

(1) longer than 4 mm,

@ shorter than 8 minutes and

(3 between 2 and § minutes. ©
(i) Consider a random process X(¢) = Acosat + Bsin ot where A and 5

are vandom variables with £(4) = £(B) = 0 and B(A*) = E(B) =0

and E(AB) = 0. Prove that the process X(1) is mean ergodic. ()

@ Pind the power spectral density of the random process whose

autocorrelation is function is R(e) = ¢ 1" con e ®

i) Find the autocoreelation function of the process X(¢) for which the
Lrat, <
0 as1

power spectral density is given by Sy (@) = ®

or

Given that. Ym:'; _[X(mmx where (X(0} i # WSS process, prove

sin'c o

Lt 5(@) = 8 (@) ao
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